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RESUMEN

La presente investigacion tiene como proposito determinar el nivel de relacion entre la
productividad educativa y los algoritmos de aprendizaje automatico en estudiantes EPISI de
UNAM, 2023, con un tipo de investigacion basica, de nivel descriptivo correlacional,
transversal; siendo de disefio no experimental, método hipotético deductivo con enfoque
cuantitativo.

La muestra estuvo conformada por 9o estudiantes de un total de 116, se realizdé un
muestreo aleatorio simple, como técnica se emple6 la encuesta para la variable
productividad educativa y la observacion para la variable algoritmos de aprendizaje
automaético, con instrumento de cuestionario y lista de cotejo respectivamente con escala de
Likert para las variables productividad educativa y algoritmos de aprendizaje automatico,
los mismos que fueron validados previamente demostrando la eficacia y confiabilidad
mediante la técnica de opinidon de expertos y alfa de Cronbach cuyo resultado fue 0.777 y
0.974 con significado de confiabilidad muy bueno y excelente.

Los resultados que se obtuvieron evidenciaron, que la productividad educativa y los
algoritmos de aprendizaje automatico tiene correlacion positiva muy alta, debido a que el
coeficiente de correlacion fue 0,940 en la Escuela Profesional de Ingenieria de Sistemas e
Informatica de la Universidad Nacional de Moquegua, 2023, con un nivel de significancia es
0,000 < 0,05, de acuerdo a la encuesta se determin el nivel de relaciéon que existe entre las
variables productividad educativa y los algoritmos de aprendizaje automatico fue 113.3%
(12) Insuficiente, 71.1% (64) Aprobado y 15.6% (14) Bueno.

Palabras clave: Productividad académica, algoritmos de aprendizaje automatico,

resultados de aprendizaje, confiabilidad.



INTRODUCCION

El aprendizaje automatico (ML) estd de moda, la era de la digitalizacion genera la
produccion masiva de datos y esto se debe a las aplicaciones automatizadas, el incremento
de la potencia de calculo y el desarrollo de nuevos algoritmos; hoy en dia el aprendizaje
automatico se aplican en diferentes campos, los diferentes sectores intentan beneficiarse con
conocimientos inteligentes, los dispositivos moviles ya cuentan con dicha tecnologia, y es
muy posible se encuentre en la mayoria de nuestras manos, sus aplicaciones estan
diversificadas en predicciones, reconocimiento de imégenes, reconocimiento de voz,
utilizadas en finanzas, comercio, medicina, educacion, etc.

En el campo educativo universitario, es un hecho que los procesos académicos estan
digitalizados, por tanto, utilizar diferentes técnicas de ML que proporcionen estimaciones
sobre fendémenos, que realizan recomendaciones es significativo para tomar decisiones; cada
afno el ingreso de nuevos estudiantes a las universidades, es un logro que genera grandes
expectativas en la sociedad, para ello la productividad académica basado en el rendimiento
académico del estudiante es el resultado mas importante dentro de las experiencias de la
vida universitaria, su importancia se basa en el grado alto o bajo desempeno que afecta al
estudiante y por ende a la universidad (Garbanzo 2014 ,como se cit6 en Fernandez-Mellizo
y Constante-Amores, 2020); asimismo, se establece que el rendimiento académico refleja el
proceso de aprendizaje ligado a la capacidad y esfuerzo del estudiante, a medidas de calidad
y juicios de valoracion que posteriormente permitira alcanzar expectativas sociales ( Garcia
y Palacios, 1991, como ce cit6 en Alban y Calero J. L., 2017). Conocer la productividad del
rendimiento académico es vital para toda institucion educativa, significa conocer el nivel
cognitivo del estudiante que adquiri6 durante el proceso ensenanza aprendizaje conforme a
los lineamientos del plan de estudios de las escuelas profesionales.

El escenario es significativo para las instituciones educativas de nivel superior debido a
la gran cantidad de datos académicos existentes, por ello predecir el desempeiio académico
es complicado, por tal motivo el presente estudio parte de los diferentes trabajos de
investigacion descritas en los antecedentes del problema en donde se analiza los diferentes
indicadores que influyen en el rendimiento académico, acordes a las realidades académicas
de los estudiantes permitiendo conocer el estado académico del estudiante; para ello el
presente trabajo de investigacion estd orientado a predecir la productividad académica
utilizando algoritmos de clasificacion de aprendizaje automatico: Arboles de decision, Naive

Bayes y Random Forest pertenecientes a la corriente de la Inteligencia Artificial, cuyos
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algoritmos de aprendizaje automatico permitiran aprender y describir la productividad del
rendimiento académico considerando escenarios e indicadores de actividades de estudio,
adquisicion de informacion, aspectos comunitarios y aspectos de desempeno académico; asi
de esta manera podamos adquirir nuevos conocimientos de clasificacion, aprendizaje y
eficiencia comparativa de los algoritmos mencionados acordes a nuestra realidad, los mismo
que estableceran informacién colaborativa para la toma de decisiones correspondientes en
la gestion académica de los estudiantes de la Escuela Profesional de Ingenieria de Sistemas
e Informatica (EPISI) de la Universidad Nacional de Moquegua (UNAM), cuyos datos

académicos conciernen al periodo académico 2023.



CAPITULO 1

Planteamiento del problema

Problem statement

DOI: htips://doi.org/10.71112 /kv7zdx52

Resumen

El capitulo plantea el problema de la baja integracion del aprendizaje automatico en la gestion
académica de la EPISI de la Universidad Nacional de Moquegua, pese a la digitalizacion de sus
procesos. Se identifica que no se aplican adecuadamente algoritmos como arboles de decision,
Naive Bayes y Random Forest para analizar la productividad educativa basada en el
rendimiento académico. La investigacién busca determinar la relacién entre productividad
educativa y aprendizaje automaético, justificando su relevancia teorica, practica, metodologica
y social para mejorar la calidad educativa universitaria

Palabras clave: Productividad educativa, aprendizaje automaético, rendimiento académico,

algoritmos, educacion superior.

Abstract

This chapter addresses the problem of the low integration of machine learning into the
academic management of the EPISI at the National University of Moquegua, despite the
digitalization of its processes. It identifies the inadequate use of algorithms such as decision
trees, Naive Bayes, and Random Forest to analyze educational productivity based on academic
performance. The research aims to determine the relationship between educational
productivity and machine learning, justifying its theoretical, practical, methodological, and
social relevance to improve the quality of university education.

Keywords: Educational productivity, machine learning, academic performance, algorithms,

higher education.

Descripcion de la realidad problematica

El nuevo escenario digital denominado cuarta revoluciéon industrial ha transformado las
sociedades, no cabe duda que ha alterado la forma de vivir y laboralmente trabajamos de una
manera distinta, las nuevas tecnologias, como la computacion en la nube, internet de las cosas,

inteligencia artificial, etc., se ha integrado a nuestras actividades de manera directa o indirecta,
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esto significa que estamos digitalizados (McGinnis, 2020); por ello la digitalizacion académica
no es ajena en UNAM, los procesos estan automatizados, esto significa que se encuentran
estructurados segin el modelo de cada escuela profesional, para nuestro caso EPISI, en donde
los procesos automatizados generan informacion distribuida sin tomar decisiones
significativas concernientes a la productividad educativa basados en el rendimiento
académico, es decir a partir de los datos tenemos conocimiento de la realidad académica de los
actores involucrados pero no existe una herramienta de aprendizaje automatico que analice de
manera inteligente el comportamiento de los datos a fin de modelar y evaluar la productividad
educativa de los estudiantes mientras van reconociendo debilidades y se van mejorando los
resultados educativos desde diferentes enfoques como los algoritmos de aprendizaje
automatico Arboles de decision, Naive Bayes y Random Forest.

Por ello, la revision realizada destaca que la generacion masiva de datos ha estimulado a la
inteligencia artificial a través de los diferentes algoritmos funcionales a aprender de nuestras
actividades, asimismo se ha adaptado a nuestras actividades cognitivas; considerando a Sarker
(2021) en donde menciona que para analizar inteligentemente los datos y desarrollar
aplicaciones inteligentes, es importante aplicar el conocimiento de la inteligencia artificial (IA)
particularmente el aprendizaje automatico (ML), asimismo segin Edgard y Manz (2017),
menciona que el aprendizaje automatico es el campo de la informatica que se encarga de
ensenar a las computadoras como aprender de los datos, dicho aprendizaje depende del
algoritmo que es un conjunto de reglas, en donde indica lo que debe realizar una computadora;
Ray (2019) menciona algunos algoritmos de aprendizaje automatico mas utilizados con mayor
frecuencia y populares: Algoritmo de descenso de gradientes, Algoritmo de regresion lineal,
Anélisis de regresién multivariado, Regresion logistica, Arbol de decisién, Maquinas de
vectores soporte, Aprendizaje bayesiano, Naive bayes,c, K means algoritmo de clustering,
Algoritmo de propagacién de espalda, etc., dichos algoritmos de aprendizaje automdatico que
en los diferentes ambitos empresariales han sido muy importantes, asimismo dichas
aplicaciones han generado aportes significativos en la toma de decisiones considerando el nivel
de confianza que brindan las diferentes técnicas.

Mediante Ley 30220, SUNEDU en su art. 1, destaca la “promociéon del mejoramiento
continuo de la calidad educativa de las instituciones universitarias como entes fundamentales
del desarrollo nacional, de la investigacion y de la cultura”, el tema de calidad educativa
universitaria es un punto crucial que ha enfocado SUNEDU en las universidades del pais, por
tanto, la productividad educativa a través del rendimiento académico es una variable

importante de eficiencia y calidad en la educacion superior; es aqui en donde los datos juegan
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un rol importante a fin de generar informacién relevante respecto a lo mencionado, segin
(Hawkins y Bailey, 2020) destaca la importancia del uso y el valor de los datos de los entes que
componen la universidad a fin de generar informacion destacable para diferentes propositos y
niveles de la administracion académica; asimismo, a fin de medir la productividad educativa,
se debe definir los indicadores necesarios con la finalidad de obtener el producto esperado
(Hanushek y Ettema, 2017, como se cit6 en Triwiyanto T. et al., 2020); por tanto la calidad
educativa basado en los datos y como van generando valor desde los diferentes niveles
estableceran informacién crucial e importante para el conocimiento de la productividad
educativa, cabe recordar que la productividad educativa de los estudiantes es importante en
todo sistema educativo, los indicadores influyentes deben cumplir aspectos influyentes a fin de
obtener informacion relevante (Brew et al., 2021); segiin, Medina N. et al. (2018), recalcan que
la medicion del rendimiento académico y su prediccion considerando las variables que lo
determinan representan un tema central en las investigaciones.

Por dichas razones mencionadas hoy en dia las universidades cuentan con procesos
académicos digitalizados y a nivel de aprendizaje automatico se han desarrollado diferentes
trabajos de investigacibn que son mencionados en los antecedentes nacionales e
internacionales, utilizando diferentes algoritmos inteligentes, adicionalmente podemos
mencionar que segin, Castrillon et al. (2020) utiliz6 el Algoritmo J4; Fernandes et al. (2019)
utilizé Mineria de datos; Contreras et al. (2020) utilizé Algoritmos de Maquina de Vectores de
Soporte y Perceptron (red neuronal), acordes a los escenarios del ambito de estudio.

Hasta ahora las diversas investigaciones predictivas basadas en el rendimiento académico
han aplicado algoritmos de aprendizaje automético de manera independiente considerando el
ambito de la prediccion, tal como se citan en los antecedentes del presente trabajo, por tanto,
el problema destaca si el algoritmo de aprendizaje automaético se relaciona mejor para todos
los problemas y si es relevante en la prediccion; por ello el presente trabajo de investigacion
esta enfocado en aplicar diferentes algoritmos de aprendizaje en paralelo a fin de conocer el
grado de entrenamiento, aprendizaje y efectividad en los resultados predictivos del ambito
de estudio de la presente investigacion. Asimismo, acorde a la revision bibliografica el nuevo
conocimiento busca ampliar procedimientos novedosos a fin de magnificar el prestigio y
mejora de la calidad educativa en EPISI de UNAM.

En EPISI UNAM atn no ha logrado integrar la productividad educativa a nivel del
aprendizaje automatico en la gestion académica.

El problema identificado sera planteado mediante la aplicaciéon del método analitico que

consiste en presentar los sintomas, luego identificar las causas de dichos sintomas,
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posteriormente realizar un pronostico de lo que pasaria si es que no se hace nada respecto a la

problemaética y finalmente se presenta al control del pronodstico mediante la alternativa de

solucion de la presente investigacion.

El problema de la productividad en EPISI de UNAM se describe de la siguiente manera:

Sintomas de la problemaética investigada:

Al respecto se ha determinado lo siguiente:

1.

La clasificacion de datos y las predicciones de los algoritmos de arboles de decisién son
importantes y aplicables al caso, pero no se viene dando en la escuela profesional de
ingenieria de sistemas e informética de la UNAM, debido a que no cuenta con una
adecuada informaciéon debido a que no se realiza el proceso de inspeccion, limpia,
transformaciéon y modelacion del conjunto de datos con el objetivo de encontrar
informacién util que sugiera conclusiones que apoyen a toma de decisiones en las
actividades académicas.

En la escuela profesional de ingenieria de sistemas e informatica de la UNAM en sus
procesos no realizan exploracion, clasificacion de datos para el modelamiento de
probabilidades predictivas del algoritmo naive bayes en las actividades académicas.
Asimismo, en la escuela profesional de ingenieria de sistemas e informatica de la UNAM
en sus procesos académicos no se extraen perspectivas valiosas de los datos, no realizan
sobreajustes en el analisis de datos del algoritmo random forest que apoyen en la toma
de decisiones en las actividades académicas.

Se ha determinado que en la escuela profesional de ingenieria de sistemas e informética
de la UNAM en sus procesos automatizados no aplican el aprendizaje automaético,
limitando la ubicacién de patrones de comportamiento que permitan desarrollar

conocimiento para la toma de decisiones.

Causas de la problematica identificada:

Al respecto se ha determinado lo siguiente:

a) La falta de ponderacion en los algoritmos automatizados de la escuela profesional de

ingenieria de sistemas e informatica de la UNAM, no ha permitido disponer de politicas
ni estrategias algoritmicas para la aplicacion del algoritmo de aprendizaje automatico

de arboles de decision.

b) Tampoco se dispone de un marco tecnologico para promover la innovacién en la gestion

de datos que apoyen a los entrenamientos y modelamientos de los datos en base al

algoritmo de aprendizaje naive bayes.
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c)

d)

Ademas, la escuela profesional de ingenieria de sistemas e informéatica de la UNAM no
se cuenta con una estrategia basados en algoritmos agiles, paralelos, multifuncional tipo
random forest que apoyen en la reduccion de tiempo y costos.

Asimismo, la escuela profesional de ingenieria de sistemas e informatica de la UNAM
no se dispone de politicas de innovacion tecnologica para la implementacion de sistemas

de aprendizaje automatico.

Pronostico

1.

Si la escuela profesional de ingenieria de sistemas e informatica de la UNAM no
aplicara medidas correctivas respecto a los sintomas continuaran las causas y los
efectos antes indicados.

Si no se realiza el proceso de inspeccion, limpia, transformacion y modelacion del
conjunto de datos no se permitird encontrar informacioén 1til que sugiera conclusiones
que apoyen a toma de decisiones en las actividades académicas.

No se lograra organizar, concretar con éxito la exploracion de datos y sobreajustes para
una adecuada clasificacion de datos y prediccion de los procesos académicos.

No se lograra implementar el sistema de aprendizaje automatico que ayude a ubicar

patrones de comportamiento en el proceso académico.

Control del pronéstico de la situaciéon problematica

Para solucionar los sintomas como las causas antes mencionadas en la presente

investigacion, se propone como control del pronostico en la productividad educativa

mediante los siguientes elementos:

1.

4.

En la aptitud académica permitira obtener informacion referente a la capacidad de los
conocimientos adquiridos, motivaciones adquiridas y el desarrollo planificado de sus
actividades productivas en la EPISI de UNAM.

En el Medio ambiente académico, permitird conocer apoyo del entorno familiar, el
desenvolvimiento en el entorno comunitario social, asimismo la influencia de los
medios de comunicacién en la productividad educativa en EPISI de UNAM.

En referencia a la Instruccion académica permitira planificar los estudios, uso de
medios tecnologicos y la calidad de instruccidn recibida en el proceso de productividad
educativa en EPISI de UNAM.

Asimismo, el aprendizaje académico permitira conocer el logro cognitivo obtenido en

el proceso de la productividad educativa.
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Delimitacion de la investigacion
a) Delimitacion espacial

El presente trabajo de investigacion se realizo en la Universidad Nacional de Moquegua en
el ano académico 2023, ubicado en Ciudad Jardin s/n del distrito de Pacocha, provincia de Ilo,
departamento de Moquegua.
b) Delimitacion social

La unidad de analisis correspondi6 a los estudiantes de la Escuela Profesional de Ingenieria
de Sistemas e Informatica de la Universidad Nacional de Moquegua, periodo 2023.
¢) Delimitacion temporal

Esta investigacion se inici6 el 01 de marzo y se culminé en diciembre del afio 2023.
d) Delimitacion conceptual

Se estudiaron las variables:

a) Productividad educativa: “Se centra en identificar y comprender el valor atribuido
en los conocimientos de aprendizaje adquiridos que contribuyen al éxito de la
productividad educativa mejorando la efectividad de los sistemas educativos; propone
los componentes de Aptitud, Instruccién, Medio ambiente y Aprendizaje (Figura 4) que
se combinan e influyen entre si, a fin de determinar el éxito del rendimiento final del
estudiante” (Mazana et al., 2019), (Peconcillo Jr et al., 2020).

b) Algoritmos de aprendizaje automatico: “Es parte de la ciencia de datos, que
mediante el uso de métodos estadisticos, los algoritmos son programados, entrenados a
fin de realizar clasificaciones o predicciones a fin de conocer informacién importante,
en donde dichos conocimientos permitirdn la toma de decisiones dentro de las
aplicaciones y las organizaciones empresariales, a fin de generar impacto en su cadena
de valores (IBM Cloud Education, 2020), esto significa que los algoritmos se vuelven
inteligentes y mas en el tiempo, permitiendo establecer efectos positivos de

fortalecimiento institucional” (Sharma et al., 2021).

Problemas de investigacion
Problema principal
» ¢Cudl es el nivel de relacion existe entre la productividad educativa y los algoritmos de

aprendizaje en estudiantes EPISI de UNAM, 2023?
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Problemas especificos

¢Cudl es el nivel de relacion que existe entre la dimensién aptitud y los algoritmos de
aprendizaje automatico en estudiantes EPISI de UNAM, 2023?

¢Cual es el nivel de relacion que existe entre la dimension instruccién y los algoritmos de
aprendizaje automaético en estudiantes EPISI de UNAM, 2023?

¢Cuél es el nivel de relacién que existe entre la dimensién medio ambiente y los algoritmos
de aprendizaje automatico en estudiantes EPISI de UNAM, 2023?

¢Cudl es el nivel de relacion que existe entre la dimension aprendizaje y los algoritmos de

aprendizaje automético en estudiantes EPISI de UNAM, 2023?

Objetivos de la investigacion

Objetivo general

Determinar el nivel de relacidon que existe entre la productividad educativa y los algoritmos

de aprendizaje automatico en estudiantes EPISI de UNAM, 2023

Objetivos especificos

Determinar el nivel de relacion que existe entre la dimension aptitud y los algoritmos de
aprendizaje automatico en estudiantes EPISI de UNAM, 2023

Establecer el nivel de relaciéon que existe entre la dimension instruccién y los algoritmos
de aprendizaje automatico en estudiantes EPISI de UNAM, 2023

Especificar el nivel de relacion que existe entre la dimensién medio ambiente y los
algoritmos de aprendizaje automatico en estudiantes EPISI de UNAM, 2023

Analizar el nivel de relacion que existe entre la dimension aprendizaje y los algoritmos de

aprendizaje automético en estudiantes EPISI de UNAM, 2023

Justificacion e importancia de la investigacion.

Segin Hernandez-Sampieri R. (2018) en la investigacion, la justificacion de una

investigacion implica detallar las razones que respaldan su realizacion. Esto significa que

justificar un estudio consiste en presentar los motivos que demuestran la relevancia de llevar a

cabo dicho anélisis, fundamentandose en los objetivos y las preguntas planteadas en la

investigacion actual.

a) Justificacion tedrica

Considerando la existencia del enfoque de modelado de datos y considerando la existencia

de algoritmos iniciales en donde son interpretados; machine learning automatiza el proceso de

16



datos mediante la produccién de modelos tanto en los datos actuales, como en los futuros,
proporcionando una aceleracion sin precedentes concernientes a la productividad educativa
basado en el rendimiento académico de EPISI de la Universidad Nacional de Moquegua. El
marco teorico concerniente a la productividad educativa esta referenciado por el modelo de
productividad educativa propuesto por Herbert J. Walberg, basado en la teoria del aprendizaje
cognitivo; en referencia a los algoritmos de aprendizaje automético se consideran Arboles de
decision, Naive Bayes y Random Forest, a fin de realizar un analisis predictivo mediante el
aprendizaje de los datos de reciente recogida sin necesidad de intervencion humana y sin hacer
falta de una programacion explicita.

b) Justificacion practica

Conscientes de la importancia que va adquiriendo el uso correcto de los sistemas
inteligentes basados en modelos de aprendizaje predictivo en tecnologias de la informacion
enfocados al rendimiento académico en la Universidad Nacional de Moquegua y los
indicadores edad, genero, lugar de procedencia, centro laboral, tipo de preparacion, promedio
final, modalidad de ingreso, cursos matriculados, escuela profesional, tipo de matricula,
porcentaje de prediccion acertada y el uso de la eficiencia de los algoritmos de aprendizaje
automatica y que esta justificacion metodologica ayudara en la mejora de la productividad
académica en la Universidad Nacional de Moquegua.

El presente trabajo de investigacion tuvo como objetivo observar la relevancia del uso del
uso de la eficiencia de los algoritmos de aprendizaje automatico para el sistema académico
basado en la productividad educativa de EPISI de la UNAM.
c¢) Justificacion metodologica

Acorde a los objetivos de la investigacion, se llevd a cabo un proceso metodologico
estructurado y sistematico, empleando técnicas de investigaciéon cuantitativa enfocadas en el
analisis y la sintesis respecto al uso de algoritmos de aprendizaje automatico para la prediccion
de la productividad educativa en base al rendimiento académico en la escuela profesional de
ingenieria de sistemas e informatica de la Universidad Nacional de Moquegua., determinando
en ambas variables los procedimientos para la jerarquizacion de los factores descriptivos y
explicativos.

d) Justificacion social

Las universidades hoy en dia se involucran en actividades sociales mediante la divulgacion
de los conocimientos, para ello es importante la productividad académica a fin de elevar los
conocimientos junto a la innovacion y transferencia tecnologica, basado en la sociedad del

conocimiento. El protagonismo de las universidades peruanas en la creacion, transmision y
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aplicacion de conocimiento hace prescindible el uso de algoritmos de aprendizaje para predecir

los rendimientos académicos y fortalecer los conocimientos adquiridos en la UNAM.

Importancia

La importancia de aplicar nuevas técnicas inteligentes en el presente trabajo de
investigacion establecera nuevos horizontes para realizar estudios sustantivos que presenten
situaciones similares planteadas en la presente investigacion, asimismo el marco referencial
contribuira a la implementacioén de politicas educativas relacionadas al mejoramiento de la
productividad educativa basado en logros de aprendizaje en un marco de equidad y justicia.
También considerar que las nuevas técnicas de aprendizaje automaético brindaran informacion
valiosa para mejorar las practicas pedagogicas y establecer las estrategias de aprendizaje que

afectan el rendimiento académico.

Factibilidad de la investigacién

Se dispuso de recursos como tiempo, asesoria continua y acceso a informacion, aunque en
algunos casos esta fue limitada. También se contaron con recursos econdmicos restringidos y
una actitud personal comprometida para llevar a cabo la investigacion de manera responsable
y completa, con el fin de graduarme. Los recursos mencionados se utilizaron para evaluar la

viabilidad de la investigacion, mediante el cumplimiento del objetivo especifico.

Limitaciones del estudio

El desarrollo tuvo algunas limitaciones referentes a la obtenciéon de los datos para el
presente estudio, para ello se consider6 estudiantes regulares e irregulares matriculados en la
escuela profesional de ingenieria de sistemas de UNAM, con un promedio de edad 20 hasta los
26 afios de edad aproximadamente concernientes a EPISI.

Es importante mencionar que el presente estudio estuvo orientado a obtener informacion
relevante conforme al modelo de productividad educativa propuesto por Herbert J. Walberg
en las dimensiones de aptitud, instruccién, medio ambiente y aprendizaje, ampliado con
indicadores correspondiente a fin de fortalecer las variables de estudio, asimismo los
algoritmos en estudio desarrollaran el anélisis, clasificacién y aprendizaje respectivo
afianzando el propésito del presente trabajo de investigacion.

El acceso a los datos a la poblacion objetivo puede resultar dificil para la investigacién, para
ello los cuestionarios se aplicaron en forma directa en las inmediaciones de la Escuela

Profesional de Ingenieria de Sistema e Informatica de la Universidad Nacional de Moquegua.
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Las limitaciones temporales no pudieron afectar la cantidad de datos recopilados, para ello
se tuvo que planificar cuidadosamente el cronograma de investigacion, establecer metas
realistas y utilizar métodos eficientes de recoleccién de datos, junto a la flexibilizacion y la

adaptacion ante imprevistos.
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CAPITULO 2

Marco filosofico

Philosophical framework

DOI: https://doi.org/10.71112/53tgaw73

Resumen

El capitulo desarrolla el marco filosofico de la investigacion desde los enfoques ontologico y
epistemologico, sustentado en el paradigma positivista. Se fundamenta la productividad
educativa a partir del modelo de Herbert J. Walberg, orientado a la medicién objetiva del
rendimiento académico, la eficiencia y la mejora continua. Asimismo, se establece la base
ontoldgica y epistemologica de los algoritmos de aprendizaje automatico, destacando su
caracter empirico, probabilistico e instrumental para la prediccion académica. Ambos enfoques
sustentan cientificamente el estudio de la relacion entre productividad educativa y aprendizaje
automatico

Palabras clave: Marco filosofico, ontologia, epistemologia, productividad educativa,

aprendizaje automatico.

Abstract

This chapter develops the philosophical framework of the research from ontological and
epistemological perspectives, grounded in the positivist paradigm. Educational productivity is
supported through Herbert J. Walberg’s model, which emphasizes the objective measurement
of academic performance, efficiency, and continuous improvement. Likewise, the ontological
and epistemological foundations of machine learning algorithms are established, highlighting
their empirical, probabilistic, and instrumental nature for academic prediction. Both
approaches provide scientific support for the study of the relationship between educational
productivity and machine learning.

Keywords: Philosophical framework, ontology, epistemology, educational productivity,

machine learning.

Existe un razonamiento preliminar basado en el conocimiento y percepciones cuando se
empieza a filosofar propios de los conocimientos adquiridos, segiin Saunders M. et al. (2019)

la filosofia de la investigacion es el desarrollo racional de los supuestos conocimientos y su
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naturaleza; asimismo, se basa en supuestos; en donde dicha suposicion es la declaracion
preliminar del razonamiento (Hitchcock, Hughes, 1989, como se cit6 en Zukauskas et al.,
2018), lo cual significa que pueden existir diferentes supuestos sobre la naturaleza de la verdad,
el conocimiento y su adquisiscion.

La filosofia de investigacion se refiere a la manera adecuada de recolectar, analizar y aplicar
datos sobre un fenémeno. El concepto de epistemologia (lo que se considera verdadero)
contrasta con la doxologia (lo que se cree que es verdadero) e incluye las distintas filosofias
relacionadas con los enfoques de investigacion. El propédsito de la ciencia, entonces, es el
proceso de transformar las cosas creidas en cosas conocidas: doxa en episteme. Asimismo,
segin, Orlikowsld W. y Baroudi J.(1991) se detereminan tres paradigmas relevantes en
Sistemas de Informacion: positivista, interpretativo y critico.

Segun Biblioteca Nacional de Chile (2021), la filosofia positivista defendia que el tinico
conocimiento genuino es el cientifico, sustentado en el modelo empirico-formal, el cual es un
legado de la racionalidad moderna. Este enfoque se basa en las contribuciones de la
cosmovisiéon de Galileo, la Ciencia Nueva, y el racionalismo cartesiano propuesto por René
Descartes en donde pretendia alcanzar la verdad maés alla de toda duda (Hernandez-Manxilla
J.M., 2011), por tanto el presente trabajo de investigacion, estd enmarcado dentro del
paradigma positivista, porque busca medir y encontrar leyes, basados en la prueba y ser
validados y las relaciones existentes en la estadistica, matemaética, cuyo objetivo es encontrar
y/o medir la relacion entre las variables involucradas dentro del escenario o dmbito del

presente trabajo de investigacion.

Fundamentacion ontolégica

La fundamentacion ontoldgica se centra en la descripcion de la estructura seméntica de la
informacion basado en el razonamiento del concepto ontol6gico del dominio (Padilla-Cuevas
et al., 2021), para nuestro caso es la estructura semantica de las variables involucradas de la
presente investigacion, para ello la ontologia es una herramienta necesaria para realizar
exploraciones y analisis a fin de caracterizar la investigaciéon (Salatino et al., 2020).

Para ello el positivismo sostiene una postura de la existencia de una realidad tangible que
puede ser entendida, identificada y medida. (Park et al., 2020).

La ontologia representa un conjunto de conceptos compartidos, acordado y sintonizado en
donde explican un determinado problema, segiin McDaniel y Storey (2020) una de las
principales ventajas de utilizar una ontologia de dominio es su capacidad para definir un

modelo semantico de los datos combinados con el conocimiento del dominio asociado, es decir
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permiten estar integrados e intercambien informacion. Significa adicionalmente que la
ontologia de dominio debe garantizar una comunicacion significativa, sintonizando los
diferentes tipos de conocimiento semdantico a fin de optimizar los datos en informaciéon
valedera.

La productividad educativa basada en el rendimiento académico ha generado numerosos
estudios tedricos y empiricos, a fin de medir el rendimiento de los estudiantes mediante
pruebas estandarizadas, segiin Universidad de Lehigh (2013) Horace Mann en 1845 elabora
examenes escritos en Boston a fin de establecer el rendimiento académico y la calidad de
educacion que estaban recibiendo, dicho suceso creo consecuencias negativas publicadas en el
The New York Times, posteriormente provoco una maduracion interesante respecto a
establecer una taxonomia significativa a través de Bloom a fin establecer objetivos de
aprendizaje, luego en 1963 John B. Carroll propone un modelo para el aprendizaje escolar,
basado en el tiempo del aprendizaje y el tiempo realmente necesario para el aprendizaje, luego
en 1984 Herbert J. Walbergt propone el Modelo de productividad educativa, donde establece
factores que influyen en el rendimiento académico; por tanto considerando lo mencionado el
ambito ontolégico estara centrado en la propuesta taxonémica acorde a las dimensiones del
Modelo de Walbergt, cuya construccion pretende establecer un mejor conocimiento del ambito
del rendimiento académico.

Por tanto, la fundamentacién ontolégica de la productividad educativa propuesta por
Herbert J. Walberg se encuentra arraigada en su perspectiva filos6fica sobre la
naturaleza de la realidad y el ser. La ontologia se refiere al estudio de la naturaleza del ser
y la realidad, y en el caso de Walberg, su enfoque ontolégico se relaciona con la busqueda de
comprender la esencia de la educacion y como esta puede ser mas efectiva.

Herbert J. Walberg, un destacado psicologo y educador, ha abordado la cuestiéon de la
productividad educativa desde una perspectiva que integra elementos psicologicos,
pedagogicos y sociales. Aunque no existe una formulaciéon ontologica explicita en sus obras, se
pueden identificar algunos principios fundamentales que subyacen en su enfoque:

» Enfasis en los resultados medibles: Walberg aboga por una perspectiva orientada
a resultados en educaciéon, donde la efectividad se evalta a través de medidas
cuantificables. Esto implica una creencia ontologica en la capacidad de medir y evaluar
los resultados educativos de manera objetiva.

= Importancia de los factores externos y contextuales: Su enfoque reconoce la

influencia de factores externos y contextuales en el proceso educativo. Esto implica una
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ontologia que considera la interconexion y la interdependencia de diversos elementos
que influyen en la eficacia educativa.

= Enfasis en la eficiencia y la mejora continua: La productividad educativa segtin
Walberg esta relacionada con la eficiencia y la mejora continua. Esto sugiere una
ontologia que ve la educacién como un proceso dinamico y en constante evolucion,
donde la optimizacion y la eficiencia son valores fundamentales.

= Valorizacion de la investigacion empirica: Walberg aborda la productividad
educativa desde una perspectiva basada en la evidencia empirica. Su enfoque ontologico
implica la creencia en la capacidad de la investigacion cientifica para proporcionar
conocimientos validos sobre como mejorar la educacion.

La fundamentacion ontologica de la productividad educativa propuesta por Herbert J.
Walberg puede caracterizarse por una orientacién hacia la medicion objetiva de resultados, la
consideraciéon de dimensiones contextuales, la importancia de la eficiencia y la mejora
continua, y la valorizacion de la investigacion empirica en el campo educativo. Estos principios
ontologicos influyen en su enfoque metodologico y en su vision sobre como lograr una
educacion mas productiva y efectiva.

En relacion a la variable algoritmos de aprendizaje automatico, acorde a lo mencionado por
Mahesh (2018), sefiala que esta area se enfoca en el estudio cientifico de algoritmos y modelos
matematicos empleados en los sistemas automatizados para llevar a cabo tareas especificas,
sin necesidad de desarrollar una programacion explicita.

por tanto, el aprendizaje automatico va a utilizar algoritmos que razonan a partir de datos
proporcionados externamente, producir hipétesis generales y que luego realizar predicciones
sobre instancias futuras (Osisanwo et al., 2017); la ontologia estara centrado en los dominios
de clasificacion de los algoritmos de aprendizaje automatico: Arboles de decision; cuyo
aprendizaje consiste en un conjunto de datos que seran divididos recursivamente en
subconjuntos y asi sucesivamente iran mejorando las divisiones de los subconjuntos segtin la
pureza obtenida por el subconjunto. La pureza consiste en la obteniendo puntuaciones en
proporcidn a las clases individuales en una mezcla de etiquetas de la clase. Cuanto mayor sea
la proporcién en una de las clases, mas pura sera la coleccion (Yeturu, 2020), Naive Bayes,
el aprendizaje estard basado en el teorema de Bayes, cuya clasificacion se basa en la
clasificacion probabilistica condicional simple, creando arboles en funcién de la probabilidad
de lo que suceder4, asimismo mantiene una fuerte independencia de los valores de los atributos
(Sarker, 2021b); Random Forest, el algoritmo se basa en la clasificacion de entrenamiento

de varios arboles de decision en paralelo, esto significa que el entrenamiento se realiza
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paralelamente por arbol de manera independiente segin sus propios subconjuntos y

caracteristicas disponibles (Misra y Li, 2020), cuyos aportes seran significativos para la toma

de decisiones basadas en el rendimiento académico.

Por ello, la fundamentacion ontologica de los algoritmos de aprendizaje

automatico (machine learning) se basa en una comprension particular de la realidad y del

proceso de aprendizaje. Aunque el aprendizaje automatico se enmarca principalmente en un

contexto informatico y matematico, su fundamento ontoldgico implica ciertos supuestos

filosoficos sobre la naturaleza del conocimiento y la capacidad de las maquinas para aprender,

mencionamos los aspectos clave de la fundamentacion ontologica de los algoritmos de

aprendizaje automatico:

Realismo instrumental: La ontologia del aprendizaje automatico a menudo adopta
una perspectiva realista instrumental. En este enfoque, se considera que los modelos
generados por los algoritmos son herramientas efectivas para hacer predicciones y
tomar decisiones, pero no necesariamente reflejan una comprensiéon profunda de la
realidad subyacente.

Construccionismo: Desde una perspectiva ontoldgica, el aprendizaje automatico
puede tener raices en el construccionismo, que sostiene que el conocimiento es
construido activamente por la mente en lugar de ser una representacion pasiva de la
realidad. En el contexto del aprendizaje automatico, los algoritmos construyen modelos
a partir de datos, y estos modelos son construcciones que permiten hacer predicciones
atiles.

Epistemologia probabilistica: La ontologia de los algoritmos de aprendizaje
automatico a menudo asume una epistemologia probabilistica. Esto implica que la
incertidumbre y la variabilidad son caracteristicas intrinsecas del conocimiento y de la
realidad. Los modelos de aprendizaje automatico suelen expresar predicciones en
términos de probabilidades, reconociendo la naturaleza probabilistica de la inferencia.
Reduccionismo y abstracciéon: Desde un punto de vista ontolégico, los algoritmos
de aprendizaje automatico adoptan una perspectiva reduccionista y abstracta. Los
modelos generados por estos algoritmos simplifican la complejidad de los datos y los
patrones subyacentes para facilitar la comprension y la toma de decisiones.
Supervision y aprendizaje inductivo: La ontologia del aprendizaje automatico a
menudo se alinea con una epistemologia inductiva, donde se infieren patrones

generales a partir de ejemplos especificos. La supervision, en la que los modelos se
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entrenan con datos etiquetados, es un componente fundamental, reflejando la idea de
aprender a partir de casos concretos.

La fundamentacion ontologica de los algoritmos de aprendizaje automatico implica una
perspectiva instrumental y construccionista, una epistemologia probabilistica que reconoce la
incertidumbre inherente, una orientacién hacia la reduccién y abstraccion de la complejidad,
y un enfoque inductivo centrado en el aprendizaje a partir de ejemplos especificos. Estos
principios filosoficos influyen en como se concibe y aplica el aprendizaje automatico para

abordar problemas en diversos campos.

Fundamentacion epistemologica

Segin Al-Ababneh M. (2020) la epistemologia proporciona una base filosofica de los
posibles tipos de conocimientos adecuados que aseguran la legitimidad de la investigacion., es
decir es la aceptacion del conocimiento en el campo de estudio (Saunders et al., 2009, como se
cit6 en Al-Ababneh M., 2020).

Epistemologia es la teoria del conocimiento, en donde se destaca las explicaciones de los
fenémenos, los mismos que son validados con evidencias (Giacomini, 2010, como se cit6 en
Hiller, 2016); otra versidon define a la epistemologia como el conocimiento adquirido que
implica el como sabemos lo que sabemos (Crotty, 1998 como se citdé en Al-Ababneh, 2020),
desde el ambito filosdfico se examina la naturaleza, las limitaciones y la justificaciéon del
conocimiento (Williams 2001 como se cit6 en Hathcoat et al., 2019), por tanto la Epistemologia
se basa en la aceptacion del conocimiento segtn el campo de estudio (Saunders et al., 2029);
por ello el presente trabajo destaca variables en el d&mbito académico y algoritmos de
aprendizaje automatico, con la finalidad de establecer aportes en el escenario descrito.

Hoy en dia en las instituciones educativas se evalian el proceso ensefianza aprendizaje a fin
de cuantificar el logro obtenido motivando la recopilacion de datos del proceso a fin de conocer
el rendimiento académico del estudiante; segiin (Shadish y Luellen como se cit6 en Alkin y
King, 2016), la historia de la evaluacion es tan antigua como la historia humana, basicamente
consiste: a) identificar un problema, b) implementar alternativas para reducir sintomas, c)
evaluar alternativas y d) adoptar el resultado de dicha evaluacion; esto significa que las
personas se involucran en actividades de evaluaciéon a fin de animar su uso; asimismo los
referenciados formulan evidencias que remonta a miles de afios basado en la evaluaciéon de
dieta citado en el capitulo 1 del libro de Daniel de la Biblia y la evaluacion del personal en China,
hace mas de 4000 afos, dichos ejemplos son una muestra historica de la evaluacion; incluso la

definicion de evaluacion segin Scriven (1967), resalta mayor significancia basada en el "valor"

26



y "utilidad" de la evaluacion con la finalidad de ser utilizadas en un contexto dado en un
momento dado.

Horace Mann considerado “el padre de las pruebas estandarizadas en los EE. UU” propuso
en 1843 a la Junta de Educacion del Estado de Massachusetts la elaboracion de examenes
escritos a fin de conocer la calidad educativa de los estudiantes de las escuelas de Boston cuyas
evaluaciones los maestros desconocian y cuyo resultado gener6 un impacto negativo en la
sociedad con consecuencias a niveles de despidos; posteriormente dichos antecedentes
motivaron realizar aportes significativos a fin de mejorar la analitica en el &mbito académico;
para ello Benjamin S. Bloom en 1956 y un grupo de psicélogos educativos desarrollaron una
jerarquia de objetivos educativos, basado en los resultados académicos, luego en 1963 John B.
Carroll propone un modelo para el aprendizaje escolar, basado en el tiempo del aprendizaje y
el tiempo realmente necesario para el aprendizaje, en 1984 Herbert J. Walbergt propone el
Modelo de productividad educativa, basado en factores del rendimiento académico; el
mencionado hecho de medir los atributos de los factores relacionados a la productividad
académica y a lo mencionado por Scriven acerca del "valor" y "utilidad" en un contexto dado,
en un momento dado establece la epistemologia de la variable segtin el ambito de estudio del
presente trabajo.

Por tanto, la fundamentaciéon epistemologica de la productividad educativa
propuesta por Herbert J. Walberg se basa en su enfoque en la aplicacion de métodos cientificos
y la btisqueda de conocimientos objetivos y medibles en el campo educativo. Walberg ha
abogado por un enfoque basado en la evidencia y la medicién cuantitativa para evaluar y
mejorar la efectividad de los sistemas educativos. A continuacion, se destacan algunos aspectos
clave de la fundamentacion epistemologica de la productividad educativa segiin Walberg:

» Empirismo y positivismo: La epistemologia de Walberg refleja tendencias
empiristas y positivistas, que enfatizan la importancia de la observacion, la mediciéon y
la verificacion empirica en la obtencion del conocimiento. Este enfoque sugiere que el
conocimiento en educacion puede obtenerse de manera méas confiable a través de
métodos cientificos objetivos.

= Valoracion de la investigacion cuantitativa: Walberg ha abogado por la
investigacion cuantitativa como un medio para obtener datos medibles y objetivos
sobre la productividad educativa. Su epistemologia sugiere que la recopilaciéon
sistemaética y el analisis cuantitativo de datos son esenciales para comprender y mejorar

la eficacia de los métodos educativos.
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» Enfasis en resultados medibles: La epistemologia de Walberg se alinea con la idea
de que los resultados educativos medibles son indicadores validos de la eficacia de los
métodos de ensenanza. Este enfoque implica que el conocimiento sobre la
productividad educativa se construye a través de la evaluacion objetiva de los resultados
obtenidos por los estudiantes.

= Utilizacién de métodos de investigacion experimental: Walberg ha respaldado
el uso de métodos de investigacion experimental en educacion, incluyendo estudios de
control y disefio experimental. Este enfoque refleja una epistemologia que valora la
identificacion de relaciones causales y la aplicacion de intervenciones controladas para
evaluar su impacto.

» Enfoque en la medicion del rendimiento: La fundamentacion epistemologica de
Walberg destaca la importancia de medir el rendimiento estudiantil como una forma
de evaluar la eficacia de los programas educativos. Esto sugiere una epistemologia que
considera que la medicion objetiva es esencial para obtener conocimientos
significativos en el &mbito educativo.

Por tanto, la fundamentacion epistemoldgica de la productividad educativa propuesta por
Herbert J. Walberg se caracteriza por un enfoque empirista y positivista, con un énfasis en la
investigacion cuantitativa, la mediciéon objetiva de resultados y la aplicacion de métodos
experimentales para avanzar en el conocimiento sobre la eficacia de las practicas educativas.

Respecto a los algoritmos de aprendizaje automatico, segin De Oliveira Chagas (2019) en
1943 el neurocientifico Warren McCulloch y el 16gico Walter Pitts, idearon por primera vez una
red neuronal simple en el articulo “A Logical Calculus of the Ideas Immanent in Nervous
Activity”, el mismo mapeaba el proceso de toma de decisiones en la cognicion humana y las
redes neuronales; dicho aporte fue seguido por la “era de las ideas”, entre los afios 1950 y 1960,
en donde se propusieron varios modelos que podia hacer realidad a la Inteligencia Artificial,
en dicho periodo Alan Turing disefio la prueba de Turing en 1950 (Gopani, 2022), a fin de
determinar si una maquina podria emular un comportamiento inteligente similar al ser
humano, luego en 1956, Marvin Minsky y John McCarthy realizaron la "Conferencia que lo
inici6 todo" en Dartmouth College, en donde se establecio los principios fundamentales de la
Inteligencia Artificial, como describe en el blog de Harvard (Anyoha, 2017). En 1951 se
desarroll6 el algoritmo del vecino mas cercano por Evelyn Fix y Joseph Hodges y luego
ampliado en 1967 por Thomas Cover y Peter E. Hart (Auffarth, 2021), en 1952 Arthur Samuel
en IBM desarrollo el primer programa para PC de juego de damas, utilizando el algoritmo de

poda alfa-beta, un algoritmo de btisqueda que disminuye nodos a través del algoritmo minimax
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en los arboles de busqueda, en 1958 Frank Rosenblatt desarrollo el “perceptrén” con la
finalidad de superar las limitaciones del modelo neuronal de McCullogh-Pitts dando inicio el
concepto de entrenamiento supervisado (Rosenblatt, 1958), en 1981, Gerald Dejong descubrio
aprendizaje basado en la explicacion , basado en un algoritmo informatico, que incluia la
explicacion y la generalizacion de datos, en 1985 desarrollan NetTalk por Terry Sejnowski, un
algoritmo, basado en redes neuronales es capaz de pronunciar palabras como un bebé, basado
en texto y transcripciéon fonética coincidente como entrada, en 1989, Christopher Watkins
desarroll6 un algoritmo Q-learning mejorando las practicas del aprendizaje por refuerzo, en
1990 los métodos estadisticos se difundieron para para los algoritmos, debido a que las redes
neuronales parecian menos explicables y necesitaban recursos computacionales mas exigentes;
dichos métodos incluian el algoritmo de maquinas con vectores de soporte y el algoritmo
bosque aleatorio introducidos en 1995, luego surge la trascendencia muy importante para la
inteligencia artificial en 1997 de IBM Deep Blue logra vencer al campeon mundial de ajedrez
Garri Kasparov (Pastor, 1997).

En el afio 2009 Fei-Fei Li, profesora de informatica de la Universidad de Stanford introduce
las redes convolucionales en donde cre6 un gran conjunto de datos que reflejaba el mundo real,
posteriormente se convirti6 en la base de Alex Krizhevsky, quien cre6 la primera CNN (redes
neuronales convolucionales), AlexNet, en 2012; en 2011, Watson de IBM present6 su maquina
que puede categorizar objetos como un gato, el mismo fue mejorado y puesta en prueba en
YouTube en 2012, en 2013 desarrollaron algoritmos de Word2vec con redes neuronales para
aprender asociaciones de palabras y luego se convirtieron en la base de grandes modelos de
lenguaje, en 2014, Facebook desarroll6 DeepFace , un algoritmo de reconocimiento de rostros
humanos. En 2014 también vio la creacion de redes antagbnicas generativas (GAN) por parte
de Ian Goodfellow.

En 2016, en aprendizaje automatico se desarroll6 Deepmind AlphaGo, que venci6 al
campedn mundial en el juego de mesa chino, Go; en 2017, AlphaGo y sus sucesores vencieron
a varios campeones de Go, Ajedrez y Shogi, asimismo en 2017, Waymo comenzo6 a probar sus
minivans auténomas; en 2018 la compaiia de IA Deepmind desarrolla el programa de IA
AlphaFold logrando predecir la estructura de las proteinas; en 2020, Facebook AI Research
introdujo el aprendizaje basado en creencias recursivas, o ReBeL, un algoritmo general de
RL+Search con la finalidad de funcionar en todos los juegos de dos jugadores (Gopani, 2022).
El escenario de la inteligencia artificial es indudablemente el campo multidisciplinario que ha
desarrollado grandes avances del conocimiento, es por ello que la epistemologia de la variable

algoritmos de aprendizaje automatico busca dar a conocer nuevos aportes en el campo
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educativo considerando modelos matematicos de clasificacion a fin de predecir el rendimiento
académico en EPISI UNAM.

La fundamentacion epistemologica de los algoritmos de aprendizaje

automatico (AA) se basa en una perspectiva principalmente empirista y pragmética. Aunque

los algoritmos de aprendizaje automatico pertenecen al &mbito de la inteligencia artificial y la

informatica, su epistemologia refleja como se adquiere el conocimiento y como se interpreta la

informacion.

A continuacion, describimos los elementos clave de la fundamentacion epistemolégica de

los algoritmos de aprendizaje automaético:

Empirismo y pragmatismo: La epistemologia de los algoritmos de aprendizaje
automatico se alinea con el empirismo al valorar la experiencia y la observacion. La
eficacia de estos algoritmos se evaltia a través de su capacidad para aprender de datos
empiricos y realizar predicciones ttiles en entornos especificos. Ademas, adopta un
enfoque pragmatico al enfocarse en soluciones practicas y resultados observables.
Inductivismo y generalizacion: La epistemologia de los Algoritmos de aprendizaje
automatico se basa en el inductivismo, donde se infieren patrones generales a partir de
ejemplos especificos. Estos algoritmos buscan generalizar patrones a partir de
conjuntos de datos para hacer predicciones en situaciones nuevas. La capacidad de
generalizacion es esencial para la aplicabilidad de los modelos generados.
Probabilismo e incertidumbre: Dado que los algoritmos de aprendizaje
automatico a menudo trabajan con datos ruidosos y situaciones complejas, su
epistemologia incorpora la nocion de probabilismo. Los modelos generados expresan
predicciones en términos de probabilidades, reconociendo la incertidumbre inherente
en la inferencia a partir de datos limitados o ruidosos.

Instrumentalismo: La epistemologia de los AA tiende a adoptar una perspectiva
instrumentalista, donde los modelos generados son considerados como herramientas
atiles para realizar tareas especificas en lugar de representaciones precisas de la
realidad. Estos modelos se evaldan por su utilidad y capacidad para realizar
predicciones precisas, mas que por su fidelidad a una verdad objetiva.

Rechazo de la verdad absoluta: La epistemologia de los algoritmos de aprendizaje
automatico tiende a ser pragmatica y no busca necesariamente una verdad absoluta. Se
centra en la utilidad y la eficacia en contextos especificos, reconociendo que diferentes

modelos pueden ser mas apropiados para diferentes situaciones.
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Por tanto, la fundamentacion epistemoldgica de los algoritmos de aprendizaje automatico
se basa en el empirismo, el inductivismo, el probabilismo y el instrumentalismo. Estos
principios reflejan la naturaleza practica y utilitaria de los algoritmos de aprendizaje
automatico, donde el conocimiento se adquiere a través de la experiencia, la observacion y la

inferencia a partir de datos empiricos.
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CAPITULO 3

Marco tedrico conceptual

Theoretical and conceptual framework

DOI: htips://doi.org/10.71112 /rsbwvbi1s

Resumen

Este capitulo explora la aplicacion de algoritmos de aprendizaje automatico —como Random
Forest, Naive Bayes y Arboles de Decision— para predecir el rendimiento académico. Se revisan
antecedentes internacionales y nacionales que demuestran la efectividad de estas técnicas en
la identificacién temprana de estudiantes en riesgo. Ademas, se fundamenta en teorias
educativas como la Taxonomia de Bloom y el Modelo de Productividad de Walberg, que
destacan factores cognitivos, afectivos y ambientales clave en el aprendizaje. El marco integra
conceptos de mineria de datos educativos para mejorar la toma de decisiones en entornos
académicos.

Palabras clave: Aprendizaje Automatico, Rendimiento Académico, Mineria de Datos

Educativos, Taxonomia de Bloom, Modelo de Walberg, Prediccion.

Abstract

This chapter explores the application of machine learning algorithms—such as Random Forest,
Naive Bayes, and Decision Trees—to predict academic performance. It reviews international
and national background studies demonstrating the effectiveness of these techniques in the
early identification of at-risk students. Furthermore, it is grounded in educational theories like
Bloom's Taxonomy and Walberg's Educational Productivity Model, which highlight key
cognitive, affective, and environmental factors in learning. The framework integrates concepts
from educational data mining to enhance decision-making in academic settings.

Keywords: Machine Learning, Academic Performance, Educational Data Mining, Bloom's

Taxonomy, Walberg's Model, Prediction.
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Antecedentes del problema
a) Antecedentes internacionales

Parhizkar et al., (2023), En la investigacion realizada “Prediccion del desempeno de los
estudiantes utilizando algoritmos de clasificacion de mineria de datos: evaluacion de la
generalizacion de modelos desde el aspecto geografico” Iran, describe que el incremento de la
productividad en los sistemas educativos es de gran importancia, hoy en dia los investigadores
estan interesados en predecir el rendimiento académico de los estudiantes; Esto se hace para
mejorar la productividad general del sistema educativo mediante la identificacion efectiva de
los estudiantes cuyo rendimiento esta por debajo del promedio. Esta preocupacion universal
se ha combinado con la ciencia de datos, lo que ha llevado a la creacion de un area de
investigacion interdisciplinaria llamada Mineria de Datos Educativos. Uno de los temas
recientes que ha sido abordado por los investigadores es la formacién de modelos
generalizables desde diferentes aspectos como el género, la especialidad, la geografia, etc. Por
lo tanto, en esta investigacion utilizamos métodos de aprendizaje automatico para predecir el
rendimiento de los estudiantes, haciendo énfasis en el entrenamiento de modelos
generalizables desde el punto de vista geografico. Para ello, se disen6 un cuestionario de 37
preguntas, a través del cual se recogieron 536 respuestas, de las cuales 111 fueron
internacionales y 425 nacionales. De acuerdo con la literatura, el rendimiento de los
estudiantes se determina principalmente en funcién del GPA (promedio de calificaciones) de
todo el curso. En esta investigacion, se recopilé informacién sobre el promedio de los
encuestados en cursos de pregrado y posgrado en forma de tres clases. Después de una revisiéon
final de los modelos empleados en estudios previos, los principales modelos seleccionados y
utilizados para fines de clasificacion incluyeron SVM, CNN, Adaboost, RF, SVM y DT. La
seleccidon de caracteristicas se realiza mediante XGBoost, bosque aleatorio y SVML1. La
principal cuestion investigada en este estudio es la generalizacion de los modelos entrenados
con datos nacionales (iranies) y probados con datos internacionales (no iranies). Los resultados
experimentales muestran que los mejores modelos entrenados con conjuntos de datos
especificos recopilados en esta investigacion tuvieron generalizaciéon en comparacion con los
resultados de los modelos base que se entrenaron y probaron con datos nacionales. Por su
parte, los modelos Random forest y CNN muestran el mejor rendimiento con un promedio de
precision y una puntuacion F de 73,5 y 68,5, respectivamente.

Morales Hernandez et al. (2022), realizaron un estudio titulado "Algoritmos de aprendizaje

automatico para la prediccion del logro académico” en colegios ubicados en el estado de
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Tlaxcala, México. En este estudio, se desarrollaron dos aplicaciones inteligentes: una red
neuronal multicapa (perceptréon multicapa [MLP]) y un modelo de potenciacion del gradiente
(GB), con el objetivo de predecir el nivel de productividad académica en los cursos de espafiol
y matematicas para alumnos del grado sexto del nivel primario y tercero de secundaria, cuyas
variables pertenecieron a las evaluaciones nacionales del logro académico de los colegios
escolares del estado mencionado de México. Es importante mencionar que se utilizaron 13
variables de entrada, cuya importancia fue determinada por el algoritmo de bosque aleatorio
(RF). Las ententes inteligentes MLP y GB fueron entrenados y probados con un conjunto de
datos de 11,036 registros pertenecientes a los escolares en el sistema escolar entre 2008 y 2011.
Los modelos inteligentes ejecutaron predicciones en funcién de los registros de los periodos
2008 y 2011. En la asignatura de espaiiol, el modelo MLP super6 al modelo GB con una
precision global de clasificacion (PG) de 70.1 % en 2008 y 61.1 % en 2011. En referencia al curso
de matematicas, el modelo GB mostr6 mejores resultados, con una PG de 68.8 % en 2008 y
63.5 % en 2011. Asimismo, se pudo identificar una fuerte correlacion entre el puntaje en del
curso espaiol y el grado de logro académico en el curso de matematicas. Es importante destacar
que los puntajes en espanol y mateméticas fueron relevantes, en comparacion con factores
contextuales como el sexo, beca y el turno escolar. Conforme a la muestra analizada, se observo
que, en ambas asignaturas, el sexo femenino super6 al sexo masculino en los grados de logro
académico elemental, bueno o excelente; pero se invertiria en el grado de logro insuficiente.
Yagci (2022), en su modelo de estudio denominado Mineria de datos educativos: prediccion
de la productividad académica de los estudiantes de una universidad estatal turca mediante
algoritmos inteligentes, propone predecir calificaciones de los exdmenes finales de los
estudiantes de pregrado, en donde referencia las calificaciones de las evaluaciones parciales
para dicho estudio, asimismo utiliza algoritmos ML Random Forest, Vecinos méas Cercanos,
Regresion Logistica, Naive Bayes y algoritmos de k-vecino mas cercano para dicha
investigacion, para ello utilizé6 una muestra de 1,854 estudiantes del curso de idioma turco I en
una universidad estatal en Turquia, durante el semestre de otofio de 2019-2020, cuyo resultado
del modelo propuesto logrd una precision de clasificacion del 70% al 75%; cabe mencionar que
para las predicciones consider6 tres tipos de parametros calificaciones de las evaluaciones
parciales, datos del departamento y datos de la facultad, en donde atribuye que dichos datos
son muy importantes para el analisis de aprendizaje en la educacién superior a fin de contribuir
los procesos de toma de decisiones. El autor menciona que la contribucion de la investigacion
esta orientada a la prediccion temprana de estudiantes con alto grado de fracaso y determina

los métodos de aprendizaje automatico mas efectivo.
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Nedeva y Pehlivanova (2021), realiza el trabajo de investigacion “Analisis de rendimiento
de los estudiantes utilizando algoritmos de aprendizaje automéatico en WEKA”, cuyo objetivo
es pronosticar la productividad de los estudiantes de la Universidad Trakia de Stara Zagora de
Bulgaria, con la finalidad de apoyar y mejorar los resultados educativos, asimismo identifica
caracteristicas més significativas (12 atributos con impacto en el desempefio de los estudiantes)
que afectan el desempefio de los estudiantes, luego eligen el algoritmo inteligente méas eficiente
para predecir su desempeno. Se comparo la eficiencia de cuatro algoritmos de clasificacion:
BayesNet (BN), Perceptrén multicapa (MLP), Optimizacién minima secuencial (SMO) y Arbol
de decision (J48), los mejores resultados se obtuvieron utilizando el algoritmo Multilayer
Perceptron MLP, aplicado a 12 atributos, con valores principales: Tasa TP = 0,974; Precisiéon =
0,976, Medida F = 0,974 y Exactitud = 97,39 %, el cual concluyo con una mejor precision en el
pronostico.

Yildiz y Borekeci (2020), en la investigacion realizada acerca de la Predicciéon de la
productividad académica de los estudiantes mediante técnicas de aprendizaje automaético,
desarrolla una vision de los datos educativos recopilados en estudiantes del noveno grado, para
ello se utilizaron datos con informacién demografica de estudiantes y familias, rutinas de
estudio, comportamientos de asistencia y creencia epistemologias sobre la ciencia, dicha
investigacion tuvo como objetivo resolver un problema de clasificaciéon para ello intenta
estimar clases de aprobado y desaprobado en los exdmenes, asimismo dicho estudio hizo una
prediccion comparativa de precision con los algoritmos de clasificacion supervisada,
definiendo que variables eran mas efectivas en la formacién académica, adicionalmente se
examino el coeficiente de ganancia de informacién de las variables para determinar los factores
que afectan la precision de la prediccion.

En el estudio, se comparo la precision de prediccion de los algoritmos de clasificacion
supervisada y se defini6 qué variables eran efectivas en la formaciéon de clases. Cuando se
comparo la precision de prediccion de los algoritmos inteligentes, los resultados indicaron que
el algoritmo de red neuronal 98,6 %) obtuvo la puntuacién maés alta. La tasa de precision de los
otros algoritmos son K vecinos mas cercanos (KNN) (86,2 %), regresion logistica (78,4 %), SVM
(90,3 %), arbol de decision (91,9 %), bosque aleatorio (Random forest) (90,0 %) e Naive Bayes
(81,7 %). Se examind el coeficiente de ganancia de informacion de las variables para determinar
los factores que afectan la precision de la prediccion. Se puede concluir que existié una relacion
entre estas variables y el éxito académico. Los estudios sobre estas variables apoyaran el éxito
académico de los estudiantes. Finalmente, el autor recalca que las variables de investigacion

apoyaran el éxito académico de los estudiantes.
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b) Antecedentes nacionales

Gismondi (2021), en la investigacion titulada “Modelo predictivo basado en machine
learning como soporte para el seguimiento académico del estudiante universitario”, cuya
finalidad fue mejorar los resultados en la educaci6on universitaria, propone aplicar la
inteligencia artificial, machine learning y Deep learning, para ello considera atributos
relevantes a fin de proponer un modelo de prediccion de aprendizaje profundo con el algoritmo
de redes neuronales con 2, 3, 4, 5, 6 y 7 capas con el respectivo entrenamiento y prueba, para
ello se concluyé que se obtuvo mejores resultados con redes neuronales de 6 capas con un
98.97% de precision en el entrenamiento y 81.73 de precision en el conjunto de prueba.

Gismondi y Huiman (2021), elaboran la investigacion “Caracteristicas para un modelo de
prediccion de la desercion académica universitaria. Caso Universidad Nacional del Santa”,
proponen un modelo predictivo a fin de disminuir la desercidon académica de estudiantes de la
Universidad Nacional de Santa, para ello propone atributos que formaran parte de un modelo
inteligente basado en Machine Learning, para ello se realiz6 una revision documental y
métodos estadisticos; finalmente concluyen la propuesta con seis caracteristicas académicas y
doce indicadores dentro de las caracteristicas no académicas.

Diaz-Landa et al. (2021), propone la investigacion realizada “Rendimiento académico de
estudiantes en Educacién Superior: predicciones de factores influyentes a partir de arboles de
decision”, cuyo objetivo es predecir el rendimiento académico de estudiantes de maestrias en
educacion, para ello empled técnicas de arbol de decision, mineria de datos y algoritmo J48 en
la herramienta WEKA, asimismo considero dimensiones educativas, familiares, socio
economicos, habitos personales y costumbres de una poblacion de 237 estudiantes de una
universidad publica Peruana, luego efectu6 el entrenamiento del modelo, logrando establecer
que el algoritmo de clasificacion bayesiano J48 una efectividad del 66.6%, identificando
asimismo mediante técnicas inteligentes los factores influyentes en el rendimiento académico:
ensefianza, convenientes horarios de clase, adecuada relacién social docente-estudiante, nivel
académico.

Quinones y Quinones (2020), llevaron a cabo una investigaciéon titulada "Rendimiento
académico empleando mineria de datos", cuyo proposito fue predecir el rendimiento
académico de los estudiantes de la especialidad de Industrias Alimentarias en la Universidad
Nacional de Jaén, mediante modelos de mineria de datos. Los datos histéricos en el estudio
fueron recopilados a través de formularios y registros de las oficinas dicha universidad. La
metodologia aplicada fue CRISP-DM; cuyos pronoésticos de los modelos inteligentes se

realizaron en el software weka cuyos resultados fueron superiores al 83% de efectividad.
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Chiok (2017), presenta una investigacion titulada "Predicciéon del rendimiento académico
aplicando técnicas de mineria de datos, curso de Estadistica General de la Universidad
Nacional Agraria La Molina (UNALM)", donde acenttia que el rendimiento académico de los
estudiantes es una de las principales preocupaciones para las instituciones de educacion
superior. El estudio destaca que las técnicas de mineria de datos (TMD) aplicadas a entornos
educativos se han convertido en una herramienta eficaz para pronosticar la productividad
académica, a fin de identificar los factores mas influyentes en el aprendizaje de los estudiantes
y apoyar a los docentes a optimar el proceso ensefianza aprendizaje con acciones mas eficaces
y oportunas. La investigacion aplico TMD como el algoritmo de regresion logistica, algoritmo
arboles de decision, algoritmo de redes bayesianas y el algoritmo de redes neuronales, cuyos
datos de entrenamiento pertenecieron a los estudiantes de la asignatura de estadistica general
de UNALM durante los semestres académicos 2013-11 y 2014-1, con la finalidad de pronosticar
la evaluacién final de aprobacién o reprobacion del futuro en estudiantes del curso. Los
resultados del estudio revelan que el algoritmo Naive Bayes alcanz6 la mayor tasa de

efectividad, con un 71.0% de precision.

Bases teoricas o cientificas
a) Teoria de la productividad educativa
Taxonomia de bloom de los objetivos de aprendizaje

Segin Gogus (2012), la taxonomia es el proceso cientifico de clasificar y organizar; asimismo
en el sentido académico los objetivos de aprendizaje es el logro y demostracién que se espera
del estudiante luego de un periodo de tiempo. La taxonomia de Bloom desarrolla una jerarquia
de objetivos educativos que contenia categorias en el dominio cognitivo, en donde
menciona al conocimiento, luego a la comprension, seguido de la aplicacion, posteriormente al
anélisis, seguido de la sintesis y finalmente a la evaluacion (Amer, 2006, como se cit6 en
Rosales Sanchez et al., 2020).

Sepulveda et al. (2020) menciona que la taxonomia de Bloom se convirti6 en un
componente esencial para la estructura y comprensioén de las actividades educativas basadas
en el proceso ensenanza aprendizaje en donde identifico dominios de las actividades educativas
que a continuacion se describen:

* Dominio cognitivo: Adquisicion de conocimientos y habilidades intelectuales
(Conocimiento).
= Dominio afectivo: Se refiere a la integracion de credos e ideas, fundamentada en las

actitudes y sentimientos que participan en el proceso. (Actitud).
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» Dominio psicomotor: Basado en la adquisicién de movimientos coordinados, tanto
manuales como fisicos (Habilidades).

Bloom también define dominios y subdominios dentro de las seis categorias principales
(niveles), organizandolas de lo simple a lo complejo y a partir de lo definido hacia lo abstracto
(Krathwohl, 2002). Ademaés, se asumia que el dominio de una categoria mas sencilla era
esencial para poder dominar la siguiente categoria de mayor complejidad (Ver Tabla 1).

Tabla 1

Taxonomia de Bloom de los objetivos de aprendizaje para el dominio cognitivo

Dominio Niveles

1. Conocimiento, capacidad de memorizar y recordar
L . hechos especificos.
Cognitivo simple o bajo .. . .
2. Comprension, capacidad de interpretar y demostrar
comprension bésica.
. ) 3. Aplicacion, capacidad de aplicar conceptos y separar
Cognitivo superior
conceptos en componentes.
4. Analisis, capacidad de analizar conceptos

. 5. Sintesis, capacidad para combinar elementos y
Habilidades del

pensamiento critico.

formar un todo.
6. Evaluacion, capacidad de emitir juicios sobre el

valor de lo aprendido.

Nota: extraido de (Gogus, 2012)

Asimismo, Serumena D. et al. (2021), destaca que el domino afectivo esta caracterizado por
las emociones, valores, apreciacion, entusiasmo, interés, motivacion y actitudes, dichas
categorias estan ordenadas del méas simple al mas complejo:

1ro. Recepcion. capacidad de prestar atencion y responder a estimulacion adecuada, la
aceptacion es el mas bajo.

2do. Sensible, los estudiantes se involucran de manera afectiva, participan y toman
interés.

3ro. Valor adherido, se refiere al valor o importancia de atraccion a ciertos objetos o
eventos con reacciones a la aceptacion, rechazo o ignorar el objeto. El objetivo est4 basado en

“actitud / aprecio”, en la valoracion de lo bueno y lo malo.
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4to. Organizacion, centrado a la unificacion de valores, actitudes que generan conflictos
internos que va determinando el comportamiento que es representado en una filosofia de vida
y la capacidad de formar un sistema de valores y cultura organizacional.

5to. Caracterizacion, se refiere al caracter y la fuerza vital de la persona, considerando
los valores estan evolucionados para que el comportamiento se vuelva consistente y predecible.

Finalmente, los dominios psicomotores incluyen el aspecto fisico y coordinacion,
habilidades motoras y capacidades fisicas:

1ro. Imitacion, cuando empieza a responder de manera similar a los observados.

2do. Manipulaciéon, se refiere a la habilidad de seguir direcciones, apariencias,
movimientos seleccionados determinando una apariencia a través de la practica.

3ro. Idoneidad, adquiere mayor precision, proporcion y certeza en la apariencia.

4to. Articulacion, establece coordinacion de movimientos de manera exacta y logrando
consistencia esperada entre diferentes movimientos.

5to. Experiencia, su conducta expresa menor gasto energético fisico y psiquico.

Modelo de aprendizaje bloom

Segin, Seel (2012) el modelo de aprendizaje de Bloom propuesto en 1976 , tiene una
caracteristica de caracter ciclico de la instruccion, lo cual significa que los resultados obtenidos
de una tarea, se convierte en el aporte del anterior; el modelo esta representado por cuatro
dimensiones: caracteristicas cognitivas de entrada, caracteristicas afectivas de entrada, calidad
de instruccidn, los resultados de aprendizaje se especifican por el nivel y tipo de logro, tasa de

aprendizaje o resultados afectivo (Figura 1).

Figura 1
Modelo de aprendizaje de Bloom
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Nota: Extraido de (Seel, 2012a)

Modelo de la productividad educativa

Modelo propuesto por Walberg (1984), basado en el rendimiento académico del estudiante,
propone cuatro componentes (Figura 2) que se combinan e influyen entre si, con la finalidad
de determinar el rendimiento final del estudiante, asimismo recalca si el estudiante tiene
habilidades favorables y ambientes favorables bajo estimulos, entonces el aprendizaje puede
ser positivo en términos de actitudes, comportamientos y conocimientos. Es importante
considerar que la teoria de Walberg menciona que las caracteristicas psicolégicas influyen en
los resultados de aprendizaje individual del estudiante en lo cognitivo, conductual y actitudinal
(Mazana et al., 2019), (Peconcillo Jr et al., 2020), por tanto dichas caracteristicas psicologicas
influyen directamente en el rendimiento académico (Reynolds y Walberg, 1992; Wang et al.,
1993, como se cit6 en Abid et al., 2021), es decir que las nueve variables (grafico 4) contribuyen
al rendimiento académico (Walberg y Tsai, 1985; Wang et al., 1993, como se cit6 en Abid et al.,

2021).
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Figura 2
Modelo de productividad educativa
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Nota: obtenido de (Walberg, 1984)

F

a) Aptitud del estudiante
La aptitud se refiere a las habilidades y capacidades innatas de los estudiantes. Incluye tanto
las habilidades cognitivas (como la inteligencia, el razonamiento logico y la memoria) como las
habilidades no cognitivas (como la motivacion, la perseverancia y la autoestima). El
comportamiento del estudiante puede influir en su aptitud al afectar su nivel de compromiso,
su actitud hacia el aprendizaje y su disposiciéon para superar desafios, asimismo, implica:
= Capacidad: Se refiere a la habilidad innata de un individuo para aprender y
comprender nuevos conceptos. Los indicadores de capacidad pueden incluir la rapidez
con la que se adquieren nuevas habilidades cognitivas.
= Motivacion: La disposicion y el interés del estudiante para participar activamente en
el proceso de aprendizaje. Los indicadores de motivacion podrian incluir la persistencia

en la resolucién de problemas y el entusiasmo por aprender.
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= Desarrollo: Se refiere al progreso y crecimiento del estudiante a lo largo del tiempo.
Indicadores de desarrollo pueden ser la mejora continua en el desempeno académico y

el desarrollo de habilidades sociales.

b) Instruccion
Se refiere al tiempo que el estudiante se involucra en el aprendizaje. Asimismo, a la calidad
de experiencia educativa, que incluye aspectos psicologicos y curriculares, los cuales involucra:
= Cantidad: La cantidad de tiempo y recursos dedicados a la ensefianza. Indicadores de
cantidad pueden incluir la duracion de las clases, la cantidad de material did4ctico
proporcionado y el tiempo total de instruccion.
= Calidad: La efectividad de la ensefianza. Indicadores de calidad podrian abarcar la
claridad en la presentacion de conceptos, la retroalimentacién constructiva y la

adaptacion de métodos de ensenanza a las necesidades individuales de los estudiantes.

¢) Medio Ambiente
Son factores constantes que afectan al aprendizaje como el clima psicologico y estimulos
educativos: el hogar, grupo social del aula, compafieros fuera de la instituciéon educativa, usos
del tiempo extra escolar (actividades libres de realizar) los cuales involucra:
= Hogar: El entorno familiar en el que crece el estudiante. Indicadores del hogar podrian
incluir el apoyo de los padres, la disponibilidad de recursos educativos en casa y la
estabilidad del entorno familiar.
= Entorno comunitario: La influencia del entorno fuera del hogar. Indicadores del
entorno comunitario pueden abarcar el acceso a servicios educativos adicionales, la
presencia de modelos a seguir en la comunidad y la seguridad del entorno.
* Medios de comunicacion: El impacto de los medios de comunicacion en la
educacion. Indicadores de medios de comunicacién podrian incluir el acceso a recursos
educativos a través de medios electronicos, la calidad de los programas educativos y el

tiempo dedicado a actividades educativas frente a las pantallas.

d) Aprendizaje
En esta etapa esta referido a los logros obtenidos o conocimientos nuevos durante el proceso
del aprendizaje como un proceso de produccidon y pueden ser de distintos tipos afectivo,

conductual o cognitivo. El aprendizaje serd mayor cuando el ambiente es cooperativo con

44



orientaciones claras y con objetivos y con estimulos necesarios para el aprendizaje, cuyo
indicador resaltante es:
= Logro: de detalla el valor del nivel de éxito alcanzado por el estudiante en términos de
conocimientos adquiridos y habilidades desarrolladas. Indicadores de logro pueden
abarcar calificaciones académicas, resultados en pruebas estandarizadas y la aplicaciéon

exitosa de conocimientos en situaciones practicas.

Modelo de aprendizaje escolar de carroll

El modelo de Carroll propuesto en 1960 (Figura 3) destaca los roles distintivos de las
habilidades, aptitudes para el logro del aprendizaje; la eficacia se determina en funcion del
tiempo para aprender y del tiempo realmente dedicado al aprendizaje (Guill et al., 2021;

Rosales Sanchez et al., 2020).

Ecuacion funcional de grado de aprendizaje:

.. tiempo real necesario para el aprendizaje
Grado de aprendizaje = P P P )

tiempo realmente necesario para el aprendizaje

Para ello referencia al aprendizaje como activo cuantificado del éxito logrado durante un
periodo fijo de tiempo, el mismo que puede variar dicha tarea de aprendizaje desde minutos,
dias, semanas o meses para tareas complejas, asimismo, dependerd de otras variables:
comprension y aptitud del estudiante para el logro del encargo académico (Seel, 2012b).

Asimismo, Seel, menciona que Carroll (1989) establece la existencia de cinco variables en
dos clases principales concebidas para influir en el grado de aprendizaje; ello se resume de la
siguiente manera:

Variables instructivas:

— Calidad de la instruccion (trabajo presentado)
— Oportunidad (tiempo de aprendizaje)
Variables de diferencias individuales
— Aptitud del estudiante para aprender la tarea en funcion del tiempo, capacidad y logros
previos.
— Capacidad de entendimiento de la instruccion (inteligencia y habilidad verbal)

— La "perseverancia" del estudiante: el tiempo como inversion de aprendizaje.
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Figura 3
Modelo de aprendizaje Carroll
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Nota: obtenido de (Seel, 2012b)

b) Teoria de algoritmo de aprendizaje

La inteligencia es la capacidad de aprender, entender y pensar en las cosas. Es una capacidad
intelectual general que implica la capacidad de razonar, planificar, resolver complicaciones,
pensar abstractamente, percibir ideas y aprender (Sauce et al., 2022). Asimismo, tiene la
capacidad para llegar a la salida méis adecuada a pesar de todas las probabilidades en una
variedad de situaciones (Vostroknutov et al., 2018); puede adquirir conocimientos para
superar dificultades y producir resultados apropiados presentados(Zhao, 2022); por otro lado,
la Inteligencia Artificial (IA) se puede determinar como inteligencia ejecutada por un sistema
fabricado o hecho por el hombre. Es un intento de hacer que una maquina se comporte de
maneras que se llamarian inteligentes si un humano hiciera lo mismo. La Inteligencia Artificial
(IA) es un campo diferente donde los investigadores persiguen una amplia gama de

complicaciones, utilizan una seleccion de métodos y persiguen un espectro de objetivos
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cientificos, segiin Wang (2019) se debe establecer cuatro criterios para para una definicion
funcional de la IA basado en especificar su uso comun, establecer un limite claro, conducir a
una investigacion exitosa y debe ser lo mas simple posible el desarrollo un sistema inteligente.
El objetivo principal de un sistema basado en Inteligencia Artificial (IA) es alcanzar un nivel
humano de inteligencia(Vigo et al., 2022), (Dong et al., 2020); a pesar de existir diferentes
definiciones, el entendimiento comun de la IA esti enfocada a maquinas y computadoras con
la finalidad de ayudar a la humanidad a resolver problemas y facilitar los procesos de trabajo
(Tai, 2020).

En la rama de IA encontramos el enfoque del aprendizaje automatico (Machine Learning
(ML)) basado en una coleccion de algoritmos que intentan extraer patrones de los datos y
asociar dichos patrones con clases discretas de muestras en los datos, asimismo dentro del
enfoque encontramos métodos como ML supervisado, no supervisado y por refuerzo, que
intentan encontrar una secuencia de acciones con la finalidad de lograr un objetivo especifico
(Jovel y Greiner, 2021), Para (Kelleher, Mac Namee, & D’Arcy, 2015), el aprendizaje
automatico es una disciplina cientifica que capacita a las maquinas para desarrollar técnicas de
aprendizaje. Este proceso automatizado extrae patrones de los datos y construye modelos que
posibilitan la prediccion mediante algoritmos supervisados, estableciendo conexiones entre
caracteristicas descriptivas actuales y objetivos basados en un conjunto de ejemplos o
instancias historicas. Este proceso consta de dos pasos principales: data set, aprendizaje
supervisado y su posterior pronostico.

Por otra parte (Mitchell, 1997), establece que el aprendizaje automatico se fundamenta en
conceptos de diversas disciplinas, como la disciplina de la inteligencia artificial, la disciplina de
la probabilidad y la estadistica, la disciplina de la complejidad computacional, la teoria de la
informacion, teoria de psicologia y neurobiologia, teoria del control y la disciplina de la
filosofia. Segin Jovel y Greiner (2021), la implementaciéon de estos conceptos a través de
algoritmos computacionales mejora el rendimiento en funcion de la experiencia de
aprendizaje; para Janiesch et al. (2021) los algoritmos inteligentes tienen la capacidad para
aprender de los datos conforme a entrenamientos especificos del problema a fin de automatizar
el proceso de creacion del modelo y posteriormente resolver tareas asignadas.

Segtin Bangato J. I. (2020) menciona que es una subdisciplina de la Inteligencia Artificial
basado en “cémo construir programas de computadora que mejoran automaticamente
adquiriendo experiencia”, menciona que la implementacion desarrollada con ML no necesita
de reglas o funciones explicitas del lenguaje de programacion, sino que se desarrolla de manera

automatica, asimismo, destaca de los algoritmo inteligentes utilizan pocos recursos durante el
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proceso de entrenamiento de grandes volimenes de datos y cuyo aprendizaje se destaca de
manera autonoma. Clasifica al aprendizaje automatico en dos tipos: una referida al aprendizaje
supervisado o al aprendizaje no supervisado y la otra refiere al aprendizaje por reforzamiento
de los algoritmos.

Podemos mencionar que los algoritmos inteligentes méas utilizados son: los algoritmos de
arboles de decision, algoritmos de regresion lineal, algoritmos de regresion logistica,
algoritmos k Nearest Neighbor, algoritmos PCA / Principal Component Analysis, algoritmos
SVM, algoritmos gaussian Naive Bayes, algoritmos K-Means, algoritmos redes neuronales

artificiales, algoritmos de aprendizaje profundo.

Aprendizaje Supervisado

Segin, Jiang et al. (2020) el aprendizaje supervisado consiste en métodos disefiados para
predecir o clasificar un resultado acorde a un objetivo especifico, asimismo el aprendizaje se
utiliza para describir tareas de prediccién porque el objetivo es pronosticar/clasificar un
resultado especifico de interés; por otro lado, Stern et al.(2020) sostiene que los algoritmos de
aprendizaje supervisado pueden aprender caracteristicas sutiles que distinguen una clase de
ejemplos de entrada de otra; adicionalmente, Pugliese et al. (2021) menciona que el
aprendizaje supervisado se basa en tareas para aprender una funcion establecida, la misma que
ha sido asignada una entrada a una salida en funcién de pares de entrada-salida de la muestra;
dicho proceso de aprendizaje esta basado en datos representados por un dominio de datos con
similitudes genéricas (Miinch et al., 2020).

Segiin Lampropoulos y Tsihrintzis (2015), el aprendizaje supervisado se encarga de tareas
predictivas, de clasificacion y constituye la categoria principal de aprendizaje. En el aprendizaje
supervisado, los objetos que estan relacionados con un concepto especifico son pares de
patrones de entrada y salida. Esto significa que los datos que pertenecen al mismo concepto ya
estan asociados con valores objetivo, como, por ejemplo, clases que definen las identidades de
conceptos, por su parte Bagnato J.I. (2020), en el aprendizaje supervisado, los datos de
entrenamiento contienen etiquetas, o la respuesta deseada. Determinar si el correo entrante es
spam es un buen ejemplo. Una de las muchas caracteristicas que deseamos entrenar debe ser
si la entrada es spam, denotada por un 1 o un 0. Otro ejemplo es cuando tenemos que afnadir el
precio que descubrimos en nuestro conjunto de datos y tenemos que estimar valores
numéricos, como el precio de una casa, basdndonos en sus caracteristicas (metros cuadrados,

namero de habitaciones, calefaccion, distancia al centro, etc.).
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El algoritmo k-vecinos més cercanos, algoritmo regresion lineal, algoritmo regresion
logistica, algoritmo méaquinas de vectores de soporte, algoritmo clasificadores bayesianos,
algoritmo arboles de decision, algoritmo bosque aleatorio, algoritmo redes neuronales y los
algoritmos de aprendizaje profundo son los algoritmos maés utilizados en el aprendizaje
supervisado.

Aprendizaje No Supervisado

El modelo no supervisado segin Lee et al. (2022) es el sistema que desarrolla el aprendizaje
sin intervencion humana para predecir; dicho modelo no construye ningtin modelo predictivo,
para la evaluacion de nuevos datos, existen dos opciones; ya sea el mapeo en el espacio
agrupado o el agrupamiento o la reduccion de la dimension se realiza con todos los datos una
vez mas(Tebani y Bekri, 2020); los algoritmos no supervisados se utilizan con frecuencia para
determinar las etiquetas de los grupos de datos que no tienen etiquetas (KOCOGLU, 2022).

Segin Zheng (2019) el desarrollo del aprendizaje no supervisado se basa en agrupar los
datos conglomerados donde dichos elementos son muy similares y los elementos de diferentes
conglomerados muestran diferencias mucho mayores. Debido a que los elementos no tienen
etiquetas de clase, que se conocen en tareas de clasificacion o aprendizaje supervisado, la
agrupacion en clusteres se reconoce como aprendizaje automatico no supervisado.

Asimismo, Lampropoulos y Tsihrintzis (2015) explica que se trata de comprender o
encontrar una descripcion concisa de datos mediante el mapeo pasivo o la agrupacion de datos
de acuerdo con algunos principios de orden. Esto significa que los datos constituyen solo un
conjunto de objetos donde no se dispone de una etiqueta para definir el concepto asociado
especifico como en el aprendizaje supervisado. Asi, el objetivo del aprendizaje no supervisado
es crear grupos-clusters de objetos similares de acuerdo con un criterio de similitud y luego
inferir un concepto que se comparte entre estos objetos. Asimismo, el aprendizaje no
supervisado incluye algoritmos que tienen como objetivo proporcionar una representacion de
espacios de alta a baja dimension, preservando la informacion inicial de los datos y ofreciendo
un calculo méas eficiente. Por su parte (Bagnato, 2020) establece que a diferencia del
aprendizaje supervisado, el aprendizaje no supervisado no incluye etiquetas predeterminadas
con los datos de entrenamiento. Mas bien, el algoritmo se encarga de ordenar y evaluar
automaticamente los datos, encontrando estructuras o patrones ocultos en la informacién. Este
método es utilizado cominmente en la segmentacion de usuarios en sitios web o aplicaciones,
donde los usuarios son agrupados por la inteligencia artificial basdndose en caracteristicas
compartidas que el sistema reconoce por si mismo. La agrupacion de K-Means, el analisis de

componentes principales y la deteccion de anomalias son algunos de los algoritmos mas
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importantes del aprendizaje no supervisado; todos ellos son esenciales para identificar

patrones subyacentes y descifrar datos complejos sin necesidad de supervision humana.

Aprendizaje por refuerzo

Segun, Esteso et al. (2022) el aprendizaje por refuerzo es similar a la forma en que aprenden
los humanos y los animales, es decir que el aprendizaje por refuerzo dentro del contexto mas
amplio de la inteligencia artificial permite que los agentes algoritmicos reemplacen a los seres
humanos en el mundo real, destacando su participacion en diferentes escenarios casas,
edificios etc., cuyos dominios hasta ahora consideradas mas alla de las capacidades actuales
(Al-Aniy Das, 2022); por otro lado Xiang et al. (2021) menciona que el aprendizaje por refuerzo
(RL) es un enfoque para simular el proceso de aprendizaje natural del ser humano, es decir
imita el proceso de aprendizaje de los humanos, entrena cometiendo y luego evitando errores,,
puede resolver algunos problemas que los métodos convencionales no pueden resolver, en
algunas tareas, también tiene la capacidad de superar a los humanos; un aspecto destable
segln, Singh et al.(2022) es que el sistema de aprendizaje por refuerzo, no se proporcionan
pares de entrada y salida, al estado actual del sistema se le asigna una meta especifica y un
conjunto de acciones permitidas y restricciones para esperar sus resultados.

Segun, Lampropoulos y Tsihrintzis (2015), el aprendizaje por refuerzo implica realizar
acciones para lograr un objetivo, el agente aprende por ensayo y error al realizar una accion,
asimismo espera una recompensa; de esta manera el método es eficiente para desarrollar
estrategias de accion dirigidas a objetivos. El aprendizaje por refuerzo se inspird en teorias
psicoldgicas relacionadas y esté fuertemente relacionado con los ganglios basales del cerebro.
Las metodologias de aprendizaje por refuerzo se relacionan con problemas donde el agente de
aprendizaje no sabe a priori lo que debe hacer, por lo tanto, el agente debe descubrir una
politica de accion que maximice la “ganancia esperada”. El aprendizaje por refuerzo difiere del
aprendizaje supervisado porque en el aprendizaje por refuerzo no se presentan pares de
entrada / salida, ni se corrigen explicitamente acciones subéptimas, sino que los agentes en un
momento especifico caen en un estado y con esta informacion seleccionan una acciéon, como
consecuencia, el agente recibe por su accion una senal de refuerzo o recompensa; finalmente,
Bagnato Juan Ignacio (2020), describe que durante este tipo de sistemas, el agente se comporta
como un “agente autosuficiente” que debe descubrir un entorno desconocido, denominado
“espacio”, para decidir los movimientos a realizar mediante un procedimiento de ensayo y
error. A través de este procedimiento, el agente aprende de forma independiente, recibiendo

recompensas por los movimientos correctos y consecuencias por los errores, lo que le permite
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averiguar la forma méas beneficiosa de llevar a cabo responsabilidades como recorrer un
camino, resolver un rompecabezas o tal vez cultivar técnicas de recreaciéon en entornos como
Pac-Man o Flappy Bird. Este aprendizaje continuo permite al agente formular la mejor
estrategia viable, denominada “politica”, que le ayudara a tomar decisiones para maximizar las
recompensas en el menor tiempo posible y de la forma mas ecoldgica posible. Las politicas, por
tanto, definen los movimientos que deben realizarse en cada situaciéon concreta que se le
presente al agente. Entre las maximas modas usadas habitualmente en este método esta Q-
Learning, que se basa totalmente en los Procesos de Decision de Markov (MDP), esenciales
para la toma de decisiones en entornos en los que no siempre se dispone de registros completos

y el agente debe adaptarse continuamente a las circunstancias cambiantes.

c¢) Pasos para construir un modelo de machine learning

Simplilearn (2022), sefiala que la creacién de un modelo de aprendizaje automético es un
proceso que suele constar de las siguientes fases y no se limita al uso de algoritmos o bibliotecas
de aprendizaje:

* Recolectar los datos. La informacién puede obtenerse de diversas fuentes, como
bases de datos, sitios web, API y otros recursos en linea. También podemos utilizar datos
que sean de dominio publico o utilizar otros dispositivos que recopilen los datos por
nosotros. Las posibilidades que tenemos para recopilar datos son infinitas. Aunque este
proceso parece sencillo, es uno de los mas complicados y de los que mas tiempo
requieren.

= Preprocesar los datos. Tras obtener los datos, debemos asegurarnos que dichos
datos sean homogéneos, estén limpios y tienen el formato correcto para poder alimentar
nuestro algoritmo inteligente. Antes de poder utilizar los datos, es casi seguro que
tendremos que completar una serie de operaciones de preparacion. Pero esta parte suele
ser mucho més facil que la anterior.

* Elegir el modelo. Un modelo de aprendizaje automatico determina el éxito del
resultado que se obtiene luego de ejecutar el algoritmo con los datos recopilados. Es
importante elegir un modelo relevante para desarrollar dicha tarea en cuestion.
Recordemos que existen muchos aportes de modelos inteligentes significativos por parte
de cientificos e ingenieros para diferentes tareas como reconocimiento de voz,
reconocimiento de imagenes, prediccion, etc. Aparte de esto, también debe ver si su

modelo es adecuado para datos numéricos o categoricos y elegir en consecuencia.

51



= Entrenar el algoritmo. La capacitaciéon del entrenamiento, se basa en preparar los
datos para el algoritmo inteligente a fin encontrar patrones y realizar pronosticos, dando
como resultado que el modelo aprenda de los datos para que pueda realizar el conjunto
de tareas. La idea es que, a medida que pase el tiempo, los algoritmos sean capaces de
“aprender” informacion de los datos que proporcionamos, lo que permitira al modelo
hacer predicciones mas precisas.

= Evaluar el algoritmo. En este punto, evaluamos el rendimiento del modelo utilizando
un nuevo conjunto de datos que no se utiliz6 durante el entrenamiento. Esto es
importante, ya que, si se utilizara el mismo conjunto de datos, el modelo se limitaria a
repetir patrones aprendidos previamente, lo que daria lugar a una precisién
enganosamente alta. Podemos determinar el rendimiento del modelo en escenarios
reales y su capacidad de generalizacion con mayor precision probandolo con datos que
no se hayan visto antes.

= Ajuste de parametros. Luego de la creacion y evaluacion del modelo, se debe verificar
la precisidn, esto se hace ajustando los pardmetros en el modelo. Los parametros son las
variables en el modelo que el programador generalmente decide, es un valor particular
que se debe ajustar a fin de obtener la precision méaxima.

= Utilizar el modelo. Por altimo, el modelo se aplica al problema real, lo que permite
evaluar su eficacia en un entorno real. Es posible que haya que revisar y modificar los

procesos anteriores a la luz de los resultados.

d) Teoria de algoritmos de aprendizaje automatico
Arboles de decisién

Las tareas de regresion y clasificacion son algunas de las muchas funciones que pueden
ejecutar los arboles de decision. Se trata de algoritmos extremadamente potentes que pueden
adaptarse a conjuntos de datos modernos y complicados (Géron, 2019); segin Hajjej et al.
(2022) el objetivo principal del algoritmo es el aprendizaje inductivo basado en la observaciéon
y el razonamiento logico, se utiliza el arbol para simbolizar la informacion del proceso de
aprendizaje inductivo; los arboles se pueden representar mediante nudos, hojas y ramas en una
representacion visual, cuya clasificacion comienza con un nodo raiz que representa el atributo
del que se restan todos los demas atributos; asimismo (Mienye et al., 2019), describe que una
vez construido el arbol de decision se utilizan para clasificar los datos de prueba; manifiesta

que el conjunto de datos disefiado para entrenar el arbol de decisién sirve como entrada para
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los algoritmos y se compone de objetos y varios atributos; segtin, Kaun et al. (2021) el algoritmo
del arbol de decision tiene un gran potencial para clasificar la calidad del conocimiento.

Russell y Norvig (2008), una de las mejores técnicas para crear algoritmos de aprendizaje,
segun su libro, es el arbol de decision. Este método utiliza como entrada un conjunto de
atributos para caracterizar un objeto o circunstancia y, a continuacion, emite una "decision",
es decir, un valor predicho basado en la entrada. Aunque en este contexto nos centraremos en
las entradas discretas, las cualidades de entrada pueden ser continuas o discretas. El
procedimiento se denomina clasificacion cuando se aprende una funcion de valores discretos y
regresion cuando se trabaja con una funcién continua. El resultado puede ser discreto o
continuo, en referencia a las clasificaciones booleanas sera un punto en discusion debido a que
cada ejemplo se clasifica como verdadero o falso.

Para llegar a una decision, un arbol de decision crea una secuencia de pruebas sucesivas
(véase la Figura 4). Las ramas que se extienden desde cada nodo interno del arbol estan
etiquetadas con los valores potenciales de cada propiedad, y cada nodo interno corresponde a
una prueba basada en el valor de una de las propiedades. El valor que se devolvera en caso de
que se alcance un nodo especifico esta representado por los nodos hoja del arbol. La gente
encuentra que los arboles de decision son bastante intuitivos de usar; de hecho, muchos cientos
de paginas de instrucciones que instruyen sobre como hacer tareas especificas, como la

reparacion de un vehiculo, estdn organizadas en su totalidad como arboles de decision.

Figura 4
Un arbol de decisiéon para decidir una opcién

X

N

y

Nota: Comportamiento de la toma de decisiones
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Por lo tanto, segin (Fu et al., 2023) la definicién conceptual del algoritmo de Arboles de

Decision es un método de aprendizaje automatico supervisado utilizado para la clasificaciéon y

regresion. Con este método, las decisiones y sus posibles resultados se representan mediante

un modelo de arbol que adopta la forma de una estructura arborea. En el arbol, cada nodo

interno representa un atributo o caracteristica, cada rama una regla de decision y cada hoja el

resultado o prevision.

Dado que el arbol de decision que se produce se interpreta y muestra de forma tan sencilla,

el método de los arboles de decision es muy conocido por su capacidad de aprendizaje

interpretable. También puede utilizarse para resolver problemas de regresion y clasificacion, y

puede manejar una gran variedad de tipos de variables.

Asimismo, el algoritmo desarrolla dos fases para realizar predicciones:

= Aprendizaje: El aprendizaje del algoritmo de Arboles de Decisién implica construir el

arbol de decision utilizando un conjunto de datos de entrenamiento. El proceso se puede

dividir en varios pasos:

a)

b)

c)

d)

Seleccion de atributos: Se eligen los atributos mas relevantes o informativos
del conjunto de datos para construir el arbol. Esto se puede hacer utilizando
diversas técnicas, como la ganancia de informacion o el indice Gini.

Division de nodos: El arbol se construye dividiendo los nodos en funcion de
los atributos seleccionados. Cada division se basa en una regla de decisién, que
puede ser una comparacion de valores o una condicion logica.

Criterio de parada: La construccion recursiva del arbol se lleva a cabo hasta
que se cumple un criterio de parada, como la pureza de clase, el nimero minimo
de instancias en un nodo o la profundidad maxima.

Poda del arbol: Una vez construido el arbol, puede aplicarse una técnica de
poda para evitar el sobreajuste. La poda implica la eliminaciéon de nodos o ramas

que no mejoran significativamente la precision del arbol.

= Asertividad: establecer asertividad en la prediccion del algoritmo de Arboles de Decisién

se refiere a la precision o exactitud de las predicciones realizadas por el modelo de arbol.

Es una medida de qué tan bien el arbol puede clasificar o predecir correctamente nuevas

instancias o ejemplos que no se utilizaron durante el proceso de entrenamiento. Por ello

asertividad en la prediccion puede evaluarse utilizando diversas métricas, dependiendo del

tipo de problema, para ello la clasificacion incluyen el grado de precision (Charbuty y

Abdulazeez, 2021).
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Naive Bayes

Segun Ili¢ et al. (2022), explica que, aunque los algoritmos tipicos de aprendizaje
automatico se basan en datos fiables, el clasificador Naive Bayes (NB) funciona bien con datos
poco claros, asimismo menciona que el modelo NB es muy popular y efectivo en muchos
problemas complejos a pesar de su simplicidad, lo cual es una gran ventaja para su uso; el
modelo pertenece a la familia de clasificadores probabilisticos basados en la Teoria de Bayes,
cuya caracteristica principal de este clasificador es la suposicion de que todas las variables son
condicionalmente independientes, razon por la cual se llama 'Naive'; el uso del algoritmo de
aprendizaje automatico Naive Bayes estd centrado en el desarrollo de problemas de
clasificacion (Mandal y Jana, 2019).

Villalba (2018) destaca que el modelo es sencillo, robusto y cuya conclusién se deriva
directamente de los datos. Su tratamiento se basa en un estadistico bayesiano béasico de
probabilidad condicional (Barus, 2021), y Villalba destaca que se asume por simplificacion que
las variables son todas eventos independientes.

Prabhakaran(2018), explica que una técnica probabilistica de aprendizaje automatico NB
puede aplicarse a una serie de aplicaciones de categorizacion. Son comunes aplicaciones como
el anéalisis de sentimientos, la clasificacion de documentos, el filtrado de spam y otras. El
nombre proviene del hecho de que se basa en los escritos del reverendo Thomas Bayes. Como
se supone que las caracteristicas que entran en el modelo son independientes entre si, se utiliza
el término "ingenuo". En otras palabras, alterar el valor de una caracteristica no tiene ningun
impacto o efecto directo sobre los valores de las demas caracteristicas que utiliza el algoritmo.

Se trata de un modelo probabilistico con un método facilmente codificable que permite
realizar pronosticos a la velocidad del rayo, incluso en tiempo real. Su rapida capacidad de
respuesta lo convierte en una solucion altamente escalable, y desde hace tiempo es el algoritmo
de referencia para aplicaciones del mundo real en las que es esencial generar respuestas
instantaneas a las peticiones de los usuarios.

Mohammed et al. (2017) menciona que los clasificadores bayesianos ingenuos son
clasificadores probabilisticos simples basado en aplicar el teorema de Bayes con el supuesto de
una (ingenua) independencia entre sus atributos. La siguiente ecuacion establece el teorema
de Bayes en términos matematicos:

P(A|B) = —P(A;}Zg 4
donde:

A y B son eventos
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P (A) y P (B) Probabilidad de Ay B
P (A | B), Probabilidad posterior de que se dé A dado B
P (B | A), Probabilidad posterior de que se dé B dado A

Roman (2019) menciona que este tipo de algoritmo se conoce como una clase especifica de
algoritmos de clasificaciéon de aprendizaje automatico. Se basan en el método de clasificacion
estadistica del "teorema de Bayes". Debido a su suposicion simplista (es decir, que todas las
variables predictoras son independientes entre si), estos modelos suelen denominarse
algoritmos "ingenuos". Dicho de otro modo, su suposicion subyacente es que no existe
correlacion entre la existencia de una determinada caracteristica en un conjunto de datos y la
presencia de cualquier otra caracteristica. A pesar de esta simplificacion, estos algoritmos
destacan por su facilidad de construcciéon de modelos y su excelente rendimiento, que puede
atribuirse a su sencillez. El experto Brownlee (2018) en inteligencia artificial, destaca la
utilizacion de usar la probabilidad para hacer predicciones. Quizas el ejemplo més utilizado se
llama algoritmo Naive Bayes. No solo es facil de entender, sino que también logra resultados
sorprendentemente buenos.

Por ello segiin Barus (2021), lo define conceptualmente al algoritmo Naive Bayes como
el método de aprendizaje automatico supervisado basado en el teorema de Bayes. Aunque el
algoritmo Naive Bayes también puede aplicarse a tareas de regresion, su uso principal se centra
en problemas de clasificacion. La base de este algoritmo radica en el concepto de independencia
condicional de los atributos, el cual significa que, dado un valor de clase especifico, cada
atributo se considera independiente de los demas. Utilizando la regla de Bayes, Naive Bayes
calcula la probabilidad de que una instancia pertenezca a una clase particular. Para lograr esto,
el algoritmo estima las probabilidades condicionales y las probabilidades a priori de diversas
clases y atributos dentro del conjunto de entrenamiento, permitiéndole asignar con eficacia
una clase a cada nueva instancia basada en los datos disponibles

Luego, utiliza estas probabilidades para realizar predicciones sobre nuevas instancias,
seleccionando la clase con la probabilidad mas alta.

Asimismo, el algoritmo establece indicadores de aprendizaje y asertividad:

» Aprendizaje, Utilizando como base un conjunto de datos de entrenamiento, el algoritmo
Naive Bayes estima las probabilidades a priori y condicionales de los atributos y las clases.

El proceso se puede dividir en los siguientes pasos (Parth Shukla, 2023):
a) Recopilacion de datos: Se recopila un conjunto de datos de entrenamiento

que consta de instancias etiquetadas con sus respectivas clases.
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b) Estimacion de probabilidades a priori: Se calculan las probabilidades a
priori de las clases, es decir, la probabilidad de que un caso elegido al azar
pertenezca a una clase determinada.

c¢) Estimacion de probabilidades condicionales: Se calculan las
probabilidades condicionales de los atributos dados los valores de la clase. En el
caso del Naive Bayes, se asume independencia condicional entre los atributos,
por lo que estas probabilidades se pueden estimar de manera independiente
para cada atributo.

d) Prediccion de nuevas instancias: Una vez que se han estimado las
probabilidades, se utilizan para realizar predicciones sobre nuevas instancias.
Se calcula la probabilidad posterior de cada clase para una instancia dada y se

selecciona la clase con la probabilidad més alta como la prediccion.

» Asertividad, Se refiere a la precision o exactitud de los prondsticos realizados por el
modelo. Es una medida de qué tan bien el algoritmo puede clasificar correctamente nuevas
instancias o ejemplos que no se utilizaron durante el proceso de entrenamiento. Asertividad
en la prediccion puede evaluarse utilizando la métrica de precision dependiendo del
problema de clasificacion especifico y del umbral de decisién seleccionado (Vadlamudi et

al., 2023).

Random Forest

(Pellegrino et al., 2021) explica que Random forest (RF) es un algoritmo ML que se define
por un conjunto de métodos de aprendizaje para clasificacion, regresion y otras tareas, opera
mediante varios arboles de decision (Pirneskoski et al., 2020), en la fase de entrenamiento y
generando las clases (problema de clasificacion) o prediccion media (problema de regresion)
de los arboles individuales; el algoritmo construye cada uno de sus arboles de decision,
entrenandolos a todos con un subconjunto de los datos del problema (Figura 5), elige
aleatoriamente N registros de los datos y aprende en miltiples 4rboles que se construyen y
entrenan aleatoriamente de acuerdo con el principio de embolsado (Ong et al., 2022),
asimismo Pellegrino asegura que todos los arboles de decisiéon tengan una experiencia diferente
del problema. Una vez entrenados todos los arboles de decisién, RF toma sus decisiones de
acuerdo con el problema de clasificacion o regresion a resolver votando todos sus arboles de

decision. La aleatoriedad RF se encuentra en el muestreo sobre el que se construyen los arboles
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y en la seleccion de variables sobre las que se realiza la segmentacion. Es por eso que RF es una

caja negra en muchos casos.

Figura 5
Random Forest

Nota: Comportamiento de la toma de decisiones

(Schonlau y Zou, 2020) conceptualmente, el algoritmo de aprendizaje automatico Random
Forest es una técnica de aprendizaje supervisado que puede utilizarse tanto para aplicaciones
de regresion como de clasificacion. Las predicciones pueden realizarse con mayor precision y
resistencia gracias a su funcionamiento, que combina varios arboles de decisién
independientes.

Asimismo, el algoritmo establece dos componentes de desarrollo:

» Aprendizaje: se refiere al método mediante el cual el modelo Random Forest aprende de
los datos entrenados a fin de establecer pronosticos cada vez mas precisas y ampliamente
aplicables. Segtin, Kaur Arora (2022), el algoritmo de aprendizaje automéatico Random
Forest se desarrolla de los siguientes pasos:

a) Preparacion de los datos: Al igual que los demas algoritmos inteligentes, se
requiere preparar los datos de entrenamiento, lo cual incluye la seleccién y
transformaciéon de los atributos relevantes y la codificacion adecuada de las
variables categoricas.

b) Construccion de los arboles de decision: Basandose en los datos de

entrenamiento, Random Forest crea una coleccion de arboles de decision. Para
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crear cada arbol se utiliza un método denominado "muestreo bootstrap". Consiste
en seleccionar muestras al azar del conjunto de entrenamiento y sustituirlas.
Ademas, en cada nodo del arbol, se selecciona un subconjunto aleatorio de atributos
para dividir los datos.

c¢) Votacion o promedio de resultados: Una vez que se han construido todos los
arboles, Random Forest realiza la prediccién combinando los resultados de cada
arbol. En el caso de tareas de clasificacion, se utiliza un esquema de votaciéon para
determinar la clase final, donde cada arbol emite un voto y la clase mas votada se
selecciona como prediccion. En el caso de tareas de regresion, se toma el promedio

de los valores predichos por cada arbol.

» Asertividad: Se refiere de la precision y fiabilidad de las predicciones del modelo en el
pronostico del algoritmo Random Forest. Debido a que Random Forest combina miltiples
arboles de decision, que a su vez aprenden de diferentes subconjuntos de datos y atributos,
tiende a tener una mayor capacidad predictiva en comparacién con un solo arbol de
decision. La combinacion de predicciones de diferentes arboles a través de votacidon o
promedio ayuda a reducir el sesgo y la varianza, lo que puede conducir a un mayor

asertividad en las predicciones (Andrade y Freitas, 2023.

Definicion de términos basicos
Productividad educativa

Cecilia et al. (2020) menciona que la productividad educativa es la medida en que los
estudiantes logran sus metas educativas a corto o largo plazo. Esto se mide cominmente a
través de un examen externo o interno, asi como una evaluaciéon continua en forma de pruebas,
asignaciones, proyectos, debates y trabajos practicos y trimestrales.

Modelo de Productividad Educativa de Walberg:

Es un marco teoérico que identifica y analiza multiples variables que afectan el rendimiento
académico y la calidad de la educacion. Walberg propone que la productividad educativa se ve
influida por factores como el tiempo de instruccion, la calidad del personal docente, el clima
escolar, la motivacion del estudiante, los recursos educativos y otros elementos que interactian

para determinar el éxito educativo (Zambrano, 2022).
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Capacidad del estudiante

Destaca la capacidad del estudiante es un contexto amplio de habilidades cognitivas,
emocionales y sociales que influyen en la capacidad de aprender y desarrollarse en contextos
educativos y mas alla. También abarca la disposicion para aprender, la motivacion, capacidad
para resolver problemas, inventiva, flexibilidad y otros rasgos que favorecen el éxito en los
entornos de aprendizaje y en la vida en general (Figueroa-Abarzaa et al., 2022).
Aptitud del estudiante

Es un concepto integral que engloba las habilidades, actitudes y disposiciones que
contribuyen al desempeifio académico y al desarrollo personal del estudiante. Es importante
tener en cuenta que la aptitud puede ser moldeada y desarrollada a lo largo del tiempo
mediante experiencias educativas, practicas y esfuerzos individuales (Herrera y Sanchez,
2019).
Motivacion

La motivacion del estudiante implica la fuerza interna que impulsa al individuo a
comprometerse y esforzarse en sus estudios, superar desafios y persistir en la consecucion de
sus objetivos educativos. Este concepto reconoce que la motivacion no es uniforme para todos
los estudiantes y puede variar segun factores individuales, contextuales y situacionales (Avila,
2022).
Desarrollo

El desarrollo cognitivo implica como los individuos perciben, procesan y utilizan la
informacién del entorno para comprender el mundo que les rodea y adaptarse a él. Este
concepto esté estrechamente relacionado con la maduraciéon del cerebro, la interaccion con el
entorno y las experiencias de aprendizaje a lo largo de la vida (Ahmed Khan et al., 2023).
Ambiente de aprendizaje

El término "entorno de aprendizaje" se refiere a un concepto mas amplio que incluye
factores sociales, emocionales y culturales, ademas de la disposicion fisica del aula. La relacién
profesor-alumno, la cooperacién entre compaieros, la accesibilidad a los materiales did4cticos,
la flexibilidad del plan de estudios, el uso de la tecnologia y la atmésfera emocional del aula son
componentes de este entorno.(Castafion, 2023).
Rendimiento académico

Desde un punto de vista conceptual, el rendimiento académico es mas amplio que las notas
que se obtienen en las evaluaciones, los exdmenes o las valoraciones formales, aunque son
indicadores importantes. También incluye elementos adicionales que muestran lo bien que los

estudiantes aprovechan las oportunidades de aprendizaje, como la creatividad, la capacidad de
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resolucion de problemas, la capacidad de anélisis y sintesis y la participacion activa en clase
(Grasso Imig, 2020).
Datos

Es una representacion de hechos, conceptos o instrucciones en forma formalizada, apta para
su comunicacion, interpretacion o procesamiento, asimismo es una informacion creada por un
usuario, como documentos, imagenes o grabaciones de sonido (Rigdon, 2016).

Dataset o coleccion de datos

Es una coleccion coherente de datos con criterios de seleccion y estructura interna bien
definido (Oxford University, 2016); tambien es definido como una ccolecciéon de informaciéon
relacionada formada por elementos separados que pueden ser tratados como una unidad en el
manejo de datos (Rigdon, 2016).

Informacion

Segun Oxford University (2018) la informacién es un conjunto de datos con significado que
es capaz de hacer que la mente humana cambie su opinién sobre el estado actual del mundo
real. En ciencia e ingenieria, informacién es todo lo que contribuye a reducir la incertidumbre
del estado de un sistema; en este caso, la incertidumbre suele expresarse de forma
objetivamente medible. Es importante mencionar que la informaciéon debe distinguirse de
cualquier medio que sea capaz de transportarla. Un medio fisico (como un disco magnético)
puede transportar un medio logico (datos, como simbolos binarios o de texto). El contenido de
informacion de cualquier objeto fisico, o datos l6gicos, no puede medirse ni discutirse hasta
que se sepa qué rango de posibilidades existia antes y después de que fueran recibidos.

La informaci6n radica en la reduccién de la incertidumbre resultante de la recepcion de los
objetos o datos, y no en el tamafio o complejidad de los objetos o datos en si. Las preguntas
sobre la forma, la funcion y la importancia seméntica de los datos solo son relevantes para la
informaciéon en la medida en que contribuyan a la reduccion de la incertidumbre. Si un
memorandum idéntico se recibe dos veces, no transmite el doble de informacion que la primera
vez: la segunda no transmite ninguna informacién, a menos que, por acuerdo previo, el nimero
de ocurrencias se considere significativo.

Patron

Laplante (2001) menciona que es una regla que especifica clases de equivalencia de
secuencias textuales. Un patréon a menudo se expresa en una notacion como una expresion
regular o alguna notacion equivalente. Los lenguajes como SNOBOL tenian especificaciones de

patrones elaborados que incluian reglas para volver a intentar una coincidencia después de un
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intento fallido ("reglas de retroceso"). Los lenguajes modernos que incluyen patrones de
coincidencia de cadenas como operaciones primitivas incluyen awk y Perl.
Algoritmo

Segin, Oxford University (2018) un algoritmo es una coleccion predeterminada de pautas
o directivas creadas para completar una tarea, como completar un calculo, en una cantidad
limitada de pasos. Un componente clave de la programaciéon automatizada es la notacidon
formal de algoritmos; muchas ideas que se aplican en programas se aplican en algoritmos y en
forma contraria. Cuando un algoritmo se puede calcular con éxito, se dice que es eficiente. La
base de la teoria de algoritmos es la investigacion de la existencia de algoritmos capaces de
calcular determinadas cantidades. Puede resultar dificil demostrar la solidez de un algoritmo
o incluso determinar su objetivo preciso. La validacion de algoritmos, un procedimiento que
confirma que un algoritmo cumple sus funciones, se utiliza con frecuencia en la practica. Esto
involucra poner a prueba el algoritmo en una serie de escenarios para garantizar su
funcionamiento adecuado en cada uno de ellos. Se puede estar seguro de que el algoritmo es
fiable eligiendo un conjunto de pruebas adecuado.
Machine learning (ml)

Raynor (999) define a Machine Learning como la capacidad de un programa para adquirir
o desarrollar nuevos conocimientos o habilidades. El estudio de Machine Learning se centra en
el desarrollo de métodos de célculo para descubrir nuevos conocimientos a partir de datos.

BBVA (2019) define como el area de la inteligencia artificial que se ocupa del aprendizaje
automatico sin necesidad de programacion especial. una caracteristica crucial que permite a
los sistemas reconocer patrones en los datos para poder generar predicciones. Numerosas
aplicaciones, como los contenidos sugeridos de Netflix o Spotify, las respuestas inteligentes de
Gmail o el reconocimiento de voz de Siri y Alexa, utilizan esta técnica.
Aprendizaje supervisado

Un subcampo de la inteligencia artificial y el aprendizaje automatico se denomina
aprendizaje supervisado o aprendizaje automatico supervisado. Se distingue por el uso de
conjuntos de datos etiquetados para entrenar algoritmos de clasificacion precisa de datos o
prediccion de resultados. A lo largo de este procedimiento, el modelo aprende de los datos que
recibe y modifica sus ponderaciones segin sea necesario para garantizar un buen ajuste del
modelo. Las organizaciones pueden utilizar el aprendizaje supervisado para resolver una serie
de problemas complejos del mundo real, como clasificar automaticamente los correos
electronicos no solicitados en una carpeta diferente de la bandeja de entrada (IBM Cloud

Education, 2020).
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Aprendizaje no supervisado

El aprendizaje no supervisado, usualmente acreditado como aprendizaje automatico no
supervisado, utiliza algoritmos de aprendizaje automatico para agrupar y examinar conjuntos
de datos no etiquetados. Sin la ayuda de una persona, estos algoritmos pueden encontrar
patrones ocultos o agrupar datos. Por su capacidad para identificar patrones en los datos, es
perfecto para actividades como la ejecucion de estrategias de venta cruzada, el reconocimiento
de imagenes, la segmentacion de clientes y el analisis exploratorio de datos (IBM Cloud
Education, 2020).
Clasificacion

Predecir a qué clase pertenece un conjunto concreto de puntos de datos es el proceso de
clasificacion. Estas clases también pueden denominarse etiquetas, categorias u objetivos. El
proceso de aproximacion de una funcion de mapeo (f) que conecta variables de salida discretas
(Y) con variables de entrada (X) se conoce como modelizacion de clasificacion predictiva.
(Asiri, 2018).

Laplante (2001) menciona que es el proceso de encontrar reglas de -clasificacion,
adicionalmente menciona que es un area de mineria de datos que intenta predecir la categoria
de datos categoricos mediante la construccion de un modelo basado en algunas variables

predictoras.
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CAPITULO 4

Hipétesis, variables y metodologia de la investigacion

Hypothesis, variables and research methodology

DOI: htips://doi.org/10.71112/w474th82

Resumen

Este capitulo detalla la metodologia de investigacion para analizar la relacion entre la
productividad educativa y los algoritmos de aprendizaje automatico en estudiantes
universitarios. Se plantean hipoétesis especificas que vinculan dimensiones como aptitud,
instruccion, medio ambiente y aprendizaje con dichos algoritmos. El estudio es de tipo
cuantitativo, no experimental, transversal y correlacional, utilizando un cuestionario y una lista
de cotejo para la recoleccion de datos. La muestra consta de 90 estudiantes, y los datos se
analizan con SPSS v26, incluyendo la implementacion de algoritmos de machine learning.
Palabras clave: Metodologia Cuantitativa, Hipotesis, Productividad Educativa, Aprendizaje

Automatico, Diseno Correlacional, SPSS.

Abstract

This chapter outlines the research methodology to analyze the relationship between
educational productivity and machine learning algorithms in university students. Specific
hypotheses link dimensions such as aptitude, instruction, environment, and learning with
these algorithms. The study is quantitative, non-experimental, cross-sectional, and
correlational, using a questionnaire and a checklist for data collection. The sample consists of
90 students, and data is analyzed with SPSS v26, including the implementation of machine
learning algorithms.

Keywords: Quantitative Methodology, Hypotheses, Educational Productivity, Machine

Learning, Correlational Design, SPSS.

Hipotesis general
» Existe relacion significativa de la productividad educativa con los algoritmos de
aprendizaje automético en estudiantes EPISI de UNAM, 2023

Hipotesis especificas
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= Existe relacion significativa en la dimensién aptitud con los algoritmos de aprendizaje
automatico en estudiantes EPISI de UNAM, 2023

= Existe relacion significativa en la dimension instruccion con los algoritmos de aprendizaje
automatico en estudiantes EPISI de UNAM, 2023

» Existe relacion significativa en la dimension medio ambiente con los algoritmos de
aprendizaje automatico en estudiantes EPISI de UNAM, 2023

» Existe relacion significativa en la dimensiéon de aprendizaje con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023

Definicion conceptual y operacional de variables
Productividad educativa

Es el proceso de aprendizaje ligado elementos caracteristicos de aptitud, instrucciéon y
ambiente del entorno social que influyen en la complejidad del aprendizaje humano a fin de
conocer o predecir el rendimiento final del estudiante.(Walberg 1981, como se cit6 en Jin et al.,
2022; Maina et al., 2021). Las dimensiones son aptitud, instrucciéon, medio ambiente y
aprendizaje.

Algoritmos de aprendizaje automatico. —

Son métodos basados en modelos matematicos que utilizan las computadoras a fin facilitar
su aprendizaje o descubrir patrones de datos sin ser programadas explicitamente; es decir es
el campo de la informatica en el las maquinas se pueden programar a si mismas. (Sarker, 2021;
Palanichamy, 2019). Las dimensiones son algoritmos de arboles de decision, Naive Bayes,

Random Forest y aprendizaje automaético.

Cuadro de operacionalizaciéon de variables

) Definiciéon Definiciéon Dimensi Indicadore Ite  Escal
Variable ) )
conceptual operacional on S ms a

Variable1 Es el proceso Consiste desarrollar Aptitud - Capacida 1,2, Ordi

Productivi de aprendizaje una evaluacion d 3,4, nal
dad ligado holistica de la teoria a - Motivaci6 5,6
educativa elementos partir de los n

caracteristicos indicadores - Desarroll

de aptitud, involucrados en cada 0
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Variable 2
Algoritmo
de
aprendiza
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automatic
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alberg 1981,
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Jin et al,
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et al., 2021).
Son métodos
basados en
modelos
matematicos
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computadoras
a fin facilitar
su aprendizaje
0 descubrir
patrones  de
datos sin ser
programadas

explicitamente

dimensién de aptitud,
medio ambiente,
instruccion a fin de
analizar y conocer el
logro del aprendizaje.

(Jin et al., 2022)

Los algoritmos de
aprendizaje

automatico tienen la
capacidad de realizar
el reconocimiento de
patrones, la
clasificacibn y la

prediccion de los datos

aprendiendo de los
datos existentes
(conjunto de

entrenamiento).(Pala

nichamy, 2019)
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; es decir es el Algorit ‘Aprendiz 013 Ordi

campo de la mo de aje , nal
informatica en Random -Asertivid o014

el las Forest ad ,
maquinas se 015,
pueden 016

programar a si ,

mismas. 017,
(Sarker, 2021; 018
Palanichamy, Aprendi -Predicci6 019 Ordi
2019). zaje n nal
Automat
ico

Metodologia de la investigacion
Enfoque, tipo y nivel de investigacion
Enfoque de investigacion

Debido a la informacion obtenida, la investigacion utiliz6 una técnica cuantitativa y
conforme a lo establecido por Hernandez Sampieri et al. (2014) representa a un conjunto de
procesos rigurosos secuenciales, planificados y probados; asimismo las variables son medibles
en un determinado contexto, los cuales son analizados estadisticamente, en donde se extraen
conclusiones respecto a la hipotesis.
Tipo de investigacion

El tipo de investigacion que se aplico al presente trabajo es de tipo Basica, cuyo proposito
segun (Hernandez, Fernandez, & Baptista, 2014) busca producir conocimiento y teorias. La
investigacion bésica se apoya dentro de un contexto teorico, esta forma de investigacion emplea
cuidadosamente el procesamiento del muestreo a fin de extender sus hallazgos mas alla de las
situaciones estudiadas (Tamayo, 2004).
Nivel de investigacion

De acuerdo al escenario de la investigacion, retine por su nivel las caracteristicas de un
estudio descriptivo — correlacional; descriptivo porque segin (Sampieri & Mendoza, 2018) el
nivel descriptivo tiene como finalidad especificar propiedades, fendmenos o hechos en un
determinado contexto, en donde se definen y miden las variables y caracteristicas del

planteamiento, se cuantifican y muestran con precision las dimensiones del fen6meno,
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contexto o situacion; por otro lado (Naupas, Valdivia, Palacios, & Romero, 2018) fortalece lo
mencionado, al nivel descriptivo como la recopilacion de datos a partir de las caracteristicas,
aspectos o dimensiones o dimensiones, factores, clasificacion de objetos o procesos naturales
o sociales; asimismo (Gay, 1996, como se cit6 en Naupas et.al., 2013) establece que la
investigacion descriptiva comprende en una colecciéon de datos para probar la hipétesis o
responder preguntas de la investigacion; asimismo el estudio descriptivo determina e informa
los modos de ser de los objetos.

Por otro lado, es correlacional porque segin (Hernandez, Fernandez, & Baptista, 2014)
tiene como finalidad establecer la relacion existente entre dos o més conceptos, categorias o
variables en una muestra particular, por lo general se ubican en un vinculo de estudio entre
tres, cuatro o mas variables, asi mismo (Sampieri & Mendoza, 2018) establece que permiten

cierto grado de prediccion.

Métodos y diseio de investigacion.
Métodos de investigacion

En este trabajo se aplico el enfoque de investigacion hipotético-deductivo, que parte de la
elaboracion de hipotesis. Antes de crear una teoria, este método trata de probar y refutar las
hipétesis ofrecidas para asegurarse de que las conclusiones basicas se ven confirmadas y
cuestionadas por los hechos (Bernal, 2016). Adema4s, la presente investigacién reconoce un
corpus teorico a partir del cual se elaboran hipotesis que posteriormente se verifican
empiricamente. Esto sugiere que las teorias se derivan de un marco teérico méas amplio en lugar
de crearse de forma independiente (Maletta, 2000). Lo que plantea la presente investigacioén
en el método de investigacion es establecer la verdad o falsedad de la hipétesis de las
consecuencias observadas y que llega a unas conclusiones a través de un procedimiento de
inferencia o calculo formal.
Diseno de la investigacion

La investigacion fue un disefio no experimental, debido a que no existe manipulacion de
variables, los sujetos de estudios son analizados en un contexto natural, sin alteracion (Arias &
Covinos, 2021), también esta definida como la investigaciéon sin manipular deliberadamente
las variables, esto significa que no variamos intencionalmente las variables independientes,
para ver los efectos sobre las otras variables, lo que se hace es observar el fenémeno en su
contexto natural. (Hernandez, Fernandez, & Baptista, 2014); asimismo es transversal, porque

recoge datos en un solo momento.
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Donde

M = Muestra

0, = Observacién de la V1

0, = Observacién de la V2

r = Correlacion entre dichas variables

Poblacién y muestra de la investigaciéon
Poblacion

La poblacién del presente trabajo de investigacion esta conformada por estudiantes EPISI
— UNAM, del afio académico 2023, fue de 116 alumnos, conforme a la informacion.
Muestra

Dado que la seleccion de los elementos se basa en la probabilidad de que cualquier elemento
sea seleccionado, la muestra se cre6 utilizando un muestreo aleatorio simple.

El tamafio de la muestra segiun formula:

n e Z>pgN

e (N-D)+Z’pg

Dénde:

N = Tamaiio de la poblacion = 116

Z = Nivel de confianza = 1.96

e = Margen de error permitido 5%

p = Probabilidad de ocurrencia del evento =0.5

q = Probabilidad de no ocurrencia del evento =0.5

n= Tamano 6ptimo de la muestra.

Aplicando valores a la formula:

B (1.96)2(0.5)(116)
©0.052(116 — 1) + (1.96)2(0.5)(0.5)

n
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Para efectos de la presente investigacion se ha realizado un muestreo aleatorio simple, en

donde aplicando la formula estableci6 el tamafno a 9o alumnos de EPISI de UNAM.

Técnicas e instrumentos de recoleccion de datos
Técnicas

El método empleado en este estudio para investigar la variable 1: Productividad educativa
es la encuesta y para la variable 2: Algoritmos de aprendizaje automatico sera la observacion,
para ello Carrasco (2006) sefiala que el enfoque es el proceso que facilita la recogida y
compilacion de datos a partir de documentos relacionados con el tema y el objetivo del estudio.
Ademas, se hace hincapié en lo crucial que es elegir cuidadosamente la documentacion para
asegurarse de que respalda los objetivos del proyecto de investigacion.

Instrumentos

Segtin Carrasco (2006), es posible llevar a cabo una investigacion cientifica -un proceso
metddico de indagacion y busqueda de informacién sobre los hechos y fenémenos de la
realidad- mediante el uso de instrumentos, que también son cruciales para la recopilaciéon de
datos.

El presente trabajo de investigacion utilizo para la variable 1: Productividad educativa, el
cuestionario y para la variable 2: Algoritmos de aprendizaje automaético sera lista de cotejo para
la, el mismo que permitid recolectar datos significativos para su analisis.

Validez

El Informe de validez del instrumento requirié la opinién de expertos. Para ello, se envi6 el
cuestionario a cinco (5) jueces profesionales, todos ellos doctores.

Es importante mencionar que la validez de los instrumentos requiere opiniones de juicio de
expertos, ya que segin, Escobar-Pérez y Cuervo-Martinez (2008) y Torres-Malca et al. (2022)
son opiniones bien informadas de personas que poseen experiencia y conocimientos en un
campo determinado y que son reconocidas como especialistas. Estas personas son capaces de
ofrecer datos, pruebas, opiniones y evaluaciones. El juicio de expertos es esencialmente la
evaluacion o el examen de un tema o cuestion por parte de quienes tienen conocimientos
especializados en esa disciplina concreta. El proceso de juicio de expertos implica recopilar
opiniones y evaluaciones de personas que tienen un profundo conocimiento en un tema en
particular. Esto puede ser utilizado en una variedad de contextos, como en la toma de
decisiones en la investigacion cientifica, la resolucion de problemas técnicos, la evaluacion de
riesgos, o en la toma de decisiones en areas especializadas.

Los resultados de los expertos fueron los siguientes:
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Expertos Condicioén final

Vera Ramirez, Oscar John Excelente

Flores Gutierrez, Vaneza Muy buena

Flores Quispe, Eduardo Luis Muy buena

Pinillos Gallardo, Maria del Rocio Excelente

Osco Mamani Eber Francisco Excelente
Confiabilidad

Segin Carrasco (2006) es la fiabilidad a la capacidad de una herramienta de medicion para
producir resultados coherentes cuando se utiliza en varias ocasiones con los mismos sujetos en
distintos periodos. En este caso, se utilizd el coeficiente de fiabilidad Alfa de Cronbach junto

con el enfoque de consistencia interna para determinar la fiabilidad del cuestionario.

_ k(1
S S

Dénde:
K = Nuimero de items que se consideran en el instrumento
SI2 = La varianza del instrumento

ST2 = La varianza de la suma de los items.

Segun la herramienta estadistica SPSS v 26 los resultados obtenidos fueron los siguientes:
Escala variable1: Productividad educativa

Estadisticas de fiabilidad

Alfa de Cronbach N de elementos

0.777 19

Escala variable 2: Algoritmos de Aprendizaje Automaético
Estadisticas de fiabilidad
Alfa de Cronbach N de elementos

0.974 25
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Procesamiento y analisis de datos

El procesamiento y analisis de datos de la presente investigacion, se realizé proporcionando
una descripcion general del proceso, teniendo en cuenta la herramienta SPSS v26:

= Preparacion de Datos: Se realizo la rrecopilacion de datos, limpieza de datos y
Codificaciéon de Variables, consistente en la asignacion de codigos o etiquetas a las
categorias de las variables para facilitar el analisis.

= Exploracion de Datos: Consisti6 en realizar estadisticas descriptivas (utilizacion de
medidas como media, mediana, desviacion estandar, etc., para obtener una vision
general de las variables) y visualizacion de Datos.

* Analisis Estadistico: Se realiz6 pruebas de Hipotesis, Analisis de Varianza y analisis
de regresion, es decir la exploracion de las relaciones entre las variables, especialmente
la productividad educativa y los algoritmos de aprendizaje automatico.

* Implementacion de Algoritmos de Aprendizaje Automatico: Selecciéon de
Modelos: Eleccion de algoritmos de aprendizaje automatico adecuados para el anélisis,
teniendo en cuenta los objetivos de la investigacion, entrenamiento del Modelo y
validacion del Modelo.

= Uso de SPSS v26: consistente en la iimportaciéon de Datos: Cargar y organizar los
datos en SPSS, analisis estadistico y generacion de graficos: Crear graficos descriptivos
y representativos de los resultados.

En cada etapa fue fundamental para la reflexion, validacion de las suposiciones y
considerando las limitaciones de los analisis realizados. La combinacion de analisis estadisticos
y técnicas de aprendizaje automéatico suministrd una perspectiva integral sobre la relaciéon
entre la productividad educativa y los algoritmos de aprendizaje automaético en la Escuela de
Ingenieria de Sistemas e Informatica de la UNAM en 2023.

Etica en la investigacién

El trabajo de investigacion guardd los principios establecidos segin lo que dispone la
Universidad Alas Peruanas referente al citado y normas APA 7y de propiedad intelectual.

Asimismo, Correia (2023) y Sivasubramaniam et al. (2021) destacan que la ética en la
investigacion y su practica en el comportamiento de una sociedad civilizada es fundamental
para descartar posibles malas conductas, sea en el método cientifico o con la forma en que se
presentan los resultados al mundo.

Por tanto, el contenido del trabajo de investigacion guarda los principios establecidos:

La informacién personal se mantuvo privada en todo momento mientras se utilizaba el

dispositivo.
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Esta investigacion es totalmente original y escrita por mi; todas las citas, ya sean directas de
la fuente o parafraseadas, han sido debidamente citadas.
Durante la elaboracion de la presente investigacion no se alteraron las respuestas ni se

obtuvieron resultados sesgados de los instrumentos.
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CAPITULO 5

Resultados

Results

DOI: htips://doi.org/10.71112/23nxem35

Resumen

Este capitulo presenta los resultados y analisis de la investigacion sobre la relacion entre la
productividad educativa y los algoritmos de aprendizaje automatico. El analisis descriptivo
detalla las percepciones de los 90 estudiantes encuestados sobre dimensiones como aptitud,
instruccion, medio ambiente y aprendizaje. El analisis inferencial, mediante la prueba Rho de
Spearman, revela una correlacion positiva muy alta (0.940) entre ambas variables,
confirmando todas las hipétesis especificas. Se concluye que los algoritmos (Decision Trees,
Random Forest, Naive Bayes) son predictores efectivos de la productividad educativa,
validando estudios previos.

Palabras clave: Resultados, Correlacion, Rho de Spearman, Anélisis Inferencial,

Productividad Educativa, Aprendizaje Automaético.

Abstract

This chapter presents the results and analysis of the research on the relationship between
educational productivity and machine learning algorithms. The descriptive analysis details the
perceptions of the 90 surveyed students regarding dimensions such as aptitude, instruction,
environment, and learning. The inferential analysis, using Spearman's Rho test, reveals a very
high positive correlation (0.940) between both variables, confirming all specific hypotheses. It
is concluded that the algorithms (Decision Trees, Random Forest, Naive Bayes) are effective
predictors of educational productivity, validating previous studies.

Keywords: Results, Correlation, Spearman's Rho, Inferential Analysis, Educational

Productivity, Machine Learning.

Analisis descriptivo

Luego de la aplicacién de la herramienta de recolecciéon de datos, se realiz6 el procesamiento
necesario para analizar los datos. En este punto, se analizaron internamente todos los
indicadores suministrados por la EPISI de la (UNAM.
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Descripcion de encuestados
Tabla 2

Totalidad de encuestados por genero

) . Porcentaje  Porcentaje
Frecuencia Porcentaje

valido acumulado
Masculino 67 74.4 74.4 74.4
Valido Femenino 23 25.6 25.6 100.0
Total 90 100.0 100.0

Nota: En la tabla podemos observar la distribucion de encuestados por frecuencia de
género, de ellos 67 son Masculinos y 23 Femeninos que representan el 74.4% y 23%
respectivamente en la presente investigacion.

Figura 6

Encuestados segin genero

80

60

40

Porcentaje

MMasculine Femenno

Nota: La figura describe porcentualmente la muestra de representativa de los alumnos de

la EPISI de la UNAM segun genero considerado en la presente investigacion.

Variable 1: productividad educativa
Tabla 3

Pregunta 1. Utilizo los recursos académicos disponibles para mis conocimientos

Porcentaje Porcentaje
Frecuencia Porcentaje valido acumulado
Nunca 6 6,7 6,7 6,7
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Véali  Rara Vez 25 27,8 27,8 34,4

do Algunas Veces 26 28,9 28,9 63,3
Casi Siempre 25 27,8 27,8 91,1
Siempre 8 8,9 8,9 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 7
Pregunta 1. Utilizo los recursos académicos disponibles para mis conocimientos

30

Porcentaje

Nunca Rara vez Algunas veces Casi siempre Siempre

Nota: Distribucién porcentual de la pregunta 1.

Interpretacién:

De acuerdo a la pregunta 1, acerca del uso de los recursos académicos disponibles para sus
conocimientos podemos mencionar que 28.9% (26 encuestados) mencionan algunas veces,
27.8% (25 encuestados) mencionan casi siempre y rara vez, 8.9% (8 encuestado) mencionan
siempre y 6.7% (6 encuestados) mencionan no utilizan.

Tabla 4

Pregunta 2. Planifico mis estudios académicos en la universidad

) ) Porcentaje =~ Porcentaje
Frecuencia Porcentaje

valido acumulado
Vélido Nunca 6 6,7 6,7 6,7
Rara Vez 29 32,2 32,2 38,9
Algunas Veces 18 20,0 20,0 58,9
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Casi Siempre 29 32,2 32,2 91,1
Siempre 8 8,9 8,9 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 8

Pregunta 2. Planifico mis estudios académicos en la universidad

40

Porcentaje

Nunca Rara vez Alginas veces Casi siempre

Nota: Distribucion porcentual de la pregunta 2.

Interpretacién:

Siempre

De acuerdo a la pregunta 2, acerca de la planificaciéon de estudios en la universidad podemos

mencionar que 32.2% (29 encuestados) mencionan rara vez y casi siempre, el 20% (18

encuestados) mencionan algunas veces, el 8.9% (8 encuestados) mencionan siempre y 6.7% (6

encuestados) mencionan nunca.

Tabla 5
Pregunta 3: Los docentes felicitan mis esfuerzos académicos
Frecuencia Porcentaje Porcentaje  Porcentaje
valido acumulado
Valido  Nunca 2 2,2 2,2 2,2
Rara Vez 11 12,2 12,2 14,4
Algunas Veces 26 28,9 28,9 43,3
Casi Siempre 40 44,4 44,4 87,8
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Siempre 11 12,2 12,2 100,0

Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 9
Pregunta 3: Los docentes felicitan mis esfuerzos académicos
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Nota: Distribucion porcentual de la pregunta 3.

Interpretacion:

De acuerdo a la pregunta 3, referente al elogio establecido por los docentes al esfuerzo
académico podemos mencionar que 44.4% (40 encuestados) mencionan casi siempre, el 28.9%
(26 encuestados) mencionan algunas veces, mientras que el 12.2% (11 encuestados) mencionan
rara vez y siempre y 2.2% (2 encuestados) mencionan nunca.

Tabla 6

Pregunta 4: Comprendo las sesiones de aprendizaje

) . Porcentaje Porcentaje
Frecuencia Porcentaje

valido acumulado
Valido Nunca 2 2,2 2,2 2,2
Rara Vez 10 11,1 11,1 13,3
Algunas Veces 32 35,6 35,6 48,9
Casi Siempre 40 44,4 44,4 93,3
Siempre 6 6,7 6,7 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 10

Pregunta 4: Comprendo las sesiones de aprendizaje
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Nota: Distribucion porcentual de la pregunta 4.

Interpretacion:

De acuerdo a la pregunta 4, acerca de la comprension de las sesiones de aprendizaje
mencionan que el 44.4% (40 encuestados) mencionan casi siempre, 35.6% (32 encuestados)
mencionan algunas veces, 11.1% (10 encuestado) mencionan rara vez, 6.7% (6 encuestado)

siempre y 2.2% (2 encuestados) mencionan nunca.

Tabla 7

Pregunta 5: Planifico mis tareas académicas

. . Porcentaje Porcentaje
Frecuencia Porcentaje

valido acumulado
Valido Nunca 2 2,2 2,2 2,2
Rara Vez 16 17,8 17,8 20,0
Algunas Veces 38 42,2 42,2 62,2
Casi Siempre 27 30,0 30,0 92,2
Siempre 7 7,8 7,8 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 11

Pregunta 5: Planifico mis trabajos académicos
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Nota: Distribucion porcentual de la pregunta 5.

Interpretacién:

De acuerdo a la pregunta 5, acerca de la planificacion de las tareas académicas mencionan
que el 42.2% (38 encuestados) mencionan algunas veces, el 30.0% (27 encuestados)
mencionan casi siempre, 17.8% (16 encuestado) mencionan rara vez, 7.8% (7 encuestado)
siempre y 2.2% (2 encuestados) mencionan nunca.

Tabla 8
Pregunta 6: Utilizo la biblioteca para ampliar mis conocimientos

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valid Nunca 2 2,2 2,2 2,2
(o) Rara Vez 19 21,1 21,1 23,3
Algunas Veces 46 51,1 51,1 74,4
Casi Siempre 18 20,0 20,0 94,4
Siempre 5 5,6 5,6 100,0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.

88



Figura 12

Pregunta 6: Utilizo la biblioteca para ampliar mis conocimientos
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Nota: Distribucion porcentual de la pregunta 6.

Interpretacion:

De acuerdo a la pregunta 6, acerca del uso de la biblioteca para ampliar los conocimientos
mencionan que el 51.1% (46 encuestados) mencionan algunas veces, el 21.1% (19 encuestados)
mencionan rara vez, el 20% (18 encuestados) mencionan casi siempre, el 5.6% (5 encuestados)

siempre y el 2.2% (2 encuestados) mencionan nunca.

Tabla 9

Pregunta 7: Mis padres apoyan en mis conocimientos académicos

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 22 24,4 24,4 24,4
Rara Vez 28 31,1 31,1 55,6
Algunas Veces 24 26,7 26,7 82,2
Casi Siempre 6 6,7 6,7 88,9
Siempre 10 11,1 11,1 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 13

Pregunta 7: Mis padres apoyan en mis conocimientos académicos
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Nota: Distribucion porcentual de la pregunta 7.

Interpretacion:

De acuerdo a la pregunta 7, acerca del apoyo de los padres en el conocimiento académico
mencionan que el 31.1% (28 encuestados) mencionan rara vez, luego el 26.7% (24 encuestados)
mencionan algunas veces, el 24.4% (22 encuestados) mencionan nunca, el 11.1% (10

encuestado) siempre y el 6.7% (6 encuestados) mencionan casi siempre.

Tabla 10

Pregunta 8: Utilizo equipos y herramientas académicas de casa para estudiar

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 2 2,2 2,2 2,2
Rara Vez 24 26,7 26,7 28,9
Algunas Veces 21 23,3 23,3 52,2
Casi Siempre 30 33,3 33,3 85,6
Siempre 13 14,4 14,4 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 14
Pregunta 8: Utilizo equipos y herramientas académicas de casa para estudiar
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Nota: Distribucion porcentual de la pregunta 8.

Interpretacion:

De acuerdo a la pregunta 8, acerca del uso de equipos y herramientas académicas para
estudiar mencionan que el 33.3% (30 encuestados) mencionan casi siempre, mientras que el
26.7% (24 encuestados) mencionan rara vez, el 23.3% (21 encuestados) mencionan algunas
veces, el 14.4% (13 encuestados) mencionan siempre y el 2.2% (2 encuestados) mencionan

nunca.

Tabla 11

Pregunta 9: Recibo apoyo financiero familiar para mis estudios

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 10 11,1 11,1 11,1
Rara Vez 19 21,1 21,1 32,2
Algunas Veces 37 41,1 41,1 73,3
Casi Siempre 16 17,8 17,8 91,1
Siempre 8 8,9 8,9 100,0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 15
Pregunta 9: Recibo apoyo financiero familiar para mis estudios

50

Porcentaje

Nunca Rara vez Algunas veces Casi siempre Siempre

Nota: Distribucion porcentual de la pregunta 9.

Interpretacion:

De acuerdo a la pregunta 9, acerca del apoyo financiero para sus estudios mencionan que el
41.1% (37 encuestados) mencionan algunas veces, mientras que el 21.1% (19 encuestados)
mencionan rara vez, el 17.8% (16 encuestados) mencionan casi siempre, el 11.1% (10

encuestados) mencionan nunca y el 8.9% (8 encuestados) mencionan siempre.

Tabla 12

Pregunta 10: Realizo desenvolvimiento social con mis vecinos

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 6 6,7 6,7 6,7
Rara Vez 13 14,4 14,4 21,1
Algunas Veces 37 41,1 41,1 62,2
Casi Siempre 24 26,7 26,7 88,9
Siempre 10 11,1 11,1 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 16

Pregunta 10: Realizo desenvolvimiento social con mis vecinos
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Nota: Distribucion porcentual de la pregunta 10.

Interpretacién:

De acuerdo a la pregunta 10, acerca del desenvolvimiento social con los vecinos del
encuestado manifiestan que el 41.1% (37 encuestados) mencionan algunas veces, mientras que
el 26.7% (24 encuestados) mencionan casi siempre, el 14.4% (13 encuestados) mencionan rar

vez, el 11.1% (10 encuestados) mencionan siempre y el 6.7% (6 encuestados) mencionan nunca.

Tabla 13

Pregunta 11: Participo en actividades deportivas en mi barrio

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido  Nunca 7 7,8 7,8 7,8
Rara Vez 19 21,1 21,1 28,9
Algunas Veces 36 40,0 40,0 68,9
Casi Siempre 21 23,3 23,3 92,2
Siempre 7 7,8 7,8 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 17
Pregunta 11: Participo en actividades deportivas en mi barrio
40

30

20

Porcentaje

10

Nunca Rara vez Algunas veces Casi siempre Siempre

Nota: Distribucién porcentual de la pregunta 11.

Interpretacion:

De acuerdo a la pregunta 11, acerca de la participaciéon en actividades deportivas en sus
barrios manifiestan que el 40% (36 encuestados) mencionan algunas veces, mientras que el
23.3% (21 encuestados) mencionan casi siempre, el 19% (19 encuestados) mencionan rar vez,
el 7.8% (7 encuestados) mencionan siempre y nunca.

Tabla 14

Pregunta 12: Participo en actividades comunitarias con los conocimientos adquiridos

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 8 8,9 8,9 8,9
Rara Vez 31 34,4 344 43,3
Algunas Veces 29 32,2 32,2 75,6
Casi Siempre 20 22,2 22,2 97,8
Siempre 2 2,2 2,2 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 18

Pregunta 12: Participo en actividades comunitarias con los conocimientos adquiridos
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Nota: Distribucion porcentual de la pregunta 12.

Interpretacién:

Siempre

De acuerdo a la pregunta 12, acerca de la participacion en actividades comunitarias con los

conocimientos adquiridos manifiestan que el 34.4% (31 encuestados) mencionan rara vez,

mientras que el 32.2% (29 encuestados) mencionan algunas veces, el 22.2% (20 encuestados)

mencionan casi siempre, el 8.9% (8 encuestados) mencionan nunca y el 2.2% (2 encuestados)

mencionaron siempre.

Tabla 15
Pregunta 13: Los medios de comunicacion apoyan el desarrollo de mis conocimientos
Porcentaje  Porcentaje
Frecuencia Porcentaje valido acumulado
Valido Nunca 10 11,1 11,1 11,1
Rara Vez 41 45,6 45,6 56,7
Algunas Veces 19 21,1 21,1 77,8
Casi Siempre 17 18,9 18,9 96,7
Siempre 3 3,3 3,3 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 19

Pregunta 13: Los medios de comunicacion apoyan el desarrollo de mis conocimientos

50

Porcentaje

Nunca Rara vez Algunas veces Casi siempre Siempre

Nota: Distribucién porcentual de la pregunta 13.

Interpretacion:

De acuerdo a la pregunta 13, acerca de los aportes de medios de comunicacién en el
desarrollo del conocimiento manifiestan que el 45.6% (41 encuestados) mencionan rara vez,
mientras que el 21.1% (19 encuestados) mencionan algunas veces, el 18.9% (17 encuestados)
mencionan casi siempre, el 11.1% (10 encuestados) mencionan nuncay el 3.3% (3 encuestados)
mencionaron siempre.

Tabla 16

Pregunta 14: Planifico mis actividades académicas constantemente

Porcentaje Porcentaje

Frecuencia Porcentaje  valido acumulado
Valido Nunca 2 2,2 2,2 2,2
Rara Vez 16 17,8 17,8 20,0
Algunas Veces 38 42,2 42,2 62,2
Casi Siempre 27 30,0 30,0 92,2
Siempre 7 7,8 7,8 100,0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 20

Pregunta 14: Planifico mis actividades académicas constantemente
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Nota: Distribucién porcentual de la pregunta 14.

Interpretacién:

Siempre

De acuerdo a la pregunta 14, acerca de planificar los estudios constantemente manifiestan

que el 42.2.6% (38 encuestados) mencionan algunas veces, mientras que el 30% (27

encuestados) mencionan casi siempre, el 17.8% (16 encuestados) mencionan rara vez, el 7.8%

(7 encuestados) mencionan siempre y el 2.2% (2 encuestados) mencionaron nunca.

Tabla 17

Pregunta 15: Planifico el uso de TICs para mis estudios e investigaciones

Porcentaje  Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara Vez 9 10,0 10,0 10,0
Algunas Veces 14 15,6 15,6 25,6
Casi Siempre 36 40,0 40,0 65,6
Siempre 31 34,4 34,4 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 21
Pregunta 15: Planifico el uso de TICs para mis estudios e investigaciones
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Nota: Distribucién porcentual de la pregunta 15.

Interpretacion:

De acuerdo a la pregunta 15, acerca de planificar el uso de TICs para estudios e
investigaciones manifiestan que el 40% (36 encuestados) mencionan casi siempre, mientras
que el 34.4% (31 encuestados) mencionan siempre, el 15.6% (14 encuestados) mencionan

algunas veces y el 10% (9 encuestados) mencionan rara vez.

Tabla 18

Pregunta 16: Planifico realizar proyectos de emprendimiento académico

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 18 20,0 20,0 20,0
Rara Vez 12 13,3 13,3 33,3
Algunas Veces 21 23,3 23,3 56,7
Casi Siempre 28 31,1 31,1 87,8
Siempre 11 12,2 12,2 100,0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 22

Pregunta 16: Planifico realizar proyectos de emprendimiento académico
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Nota: Distribucion porcentual de la pregunta 16.

Interpretacion:

De acuerdo a la pregunta 16, acerca de planificar proyectos de emprendimiento académico
manifiestan que el 31.1% (28 encuestados) mencionan casi siempre, mientras que el 23.3% (21
encuestados) mencionan algunas veces, el 20% (18 encuestados) mencionan nunca, el 13.3%

(12 encuestados) mencionan rara vez y el 12.2% (11 encuestados) mencionan siempre.

Tabla 19

Pregunta 17: Existe socializacién académica con los docentes

Porcentaje ~ Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Nunca 6 6,7 6,7 6,7
Rara Vez 30 33,3 33,3 40,0
Algunas Veces 32 35,6 35,6 75,6
Casi Siempre 17 18,9 18,9 94,4
Siempre 5 5,6 5,6 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 23
Pregunta 17: Existe socializacién académica con los docentes
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Nota: Distribucion porcentual de la pregunta 17.

Interpretacion:

De acuerdo a la pregunta 17, acerca de la socializacion académica con los docentes
manifiestan que el 35.6% (32 encuestados) mencionan algunas veces, mientras que el 33.3%
(30 encuestados) mencionan rara vez, el 18.9% (17 encuestados) mencionan casi siempre, el

6.7% (6 encuestados) mencionan nunca y el 5.6% (5 encuestados) mencionan siempre.

Tabla 20

Pregunta 18: Existe satisfacciéon académica en mi experiencia universitaria

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Vélido Nunca 2 2,2 2,2 2,2
Rara Vez 16 17,8 17,8 20,0
Algunas Veces 35 38,9 38,9 58,9
Casi Siempre 33 36,7 36,7 95,6
Siempre 4 4,4 4,4 100,0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 24
Pregunta 18: Existe satisfaccion académica en mi experiencia universitaria

100



Porcentaje

Nunca Rara vez Algunas veces Casi siempre Siempre

Nota: Distribucion porcentual de la pregunta 18.

Interpretacion:

De acuerdo a la pregunta 18, acerca de la satisfaccion académica como experiencia
universitaria en general manifiestan que el 38.9% (35 encuestados) mencionan algunas veces,
mientras que el 36.7% (33 encuestados) mencionan casi siempre, el 17.8% (16 encuestados)
mencionan rara vez, el 4.4% (4 encuestados) mencionan siempre y el 2.2% (2 encuestados)

mencionan nunca.

Tabla 21

Pregunta 19: El nivel de logro de aprendizaje es satisfactorio

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Insuficie 12 13.3 13.3 13.3
nte
Aprobado 64 71.1 71.1 84.4
Bueno 14 15.6 15.6 100.0
Total 90 100.0 100.0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 25

Pregunta 19: El nivel de logro de aprendizaje es satisfactorio
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Nota: Distribucién porcentual de la pregunta 19.

Interpretacién:

Conforme a la pregunta 19, acerca del logro de aprendizaje obtenido, en general manifiestan
que el 13.3% (12 encuestados) mencionan rara vez, mientras que el 71.1% (64 encuestados)

mencionan algunas veces y el 15.6% (14 encuestados) mencionan que el logro fue casi siempre.

Variable 2: algoritmos de aprendizaje automatico
Tabla 22

Po1: Aprendizaje dimensién actitud del algoritmo arboles de decisiéon

Porcentaje  Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Raravez 9 10.0 10.0 10.0
Algunas veces 52 57.8 57.8 67.8
Casi siempre 29 32.2 32.2 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 26

Po1: Aprendizaje dimension actitud del algoritmo arboles de decision
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Nota: Distribucion porcentual de la pregunta o1.

Interpretacion:

De acuerdo al criterio 01, referente al aprendizaje en la dimension actitud del algoritmo
arboles de decision establece que el 57.8% (52 encuestados) mencionan algunas veces,
mientras que el 32.2% (29 encuestados) mencionan casi siempre y el 10% (9 encuestados)

mencionan rara vez.

Tabla 23

Poz2: Aprendizaje dimension medio ambiente del algoritmo arboles de decision

Porcentaj Porcentaje

Frecuencia Porcentaje evalido acumulado

Valido Rara vez 15 16.7 16.7 16.7
Algunas veces 62 68.9 68.9 85.6
Casi siempre 13 14.4 14.4 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 27

Poz2: Aprendizaje dimension medio ambiente del algoritmo arboles de decision
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Nota: Distribucion porcentual de la pregunta 02.

Interpretacion:

De acuerdo al criterio 02, referente al aprendizaje en la dimensién medio ambiente del
algoritmo arboles de decision establece que el 68.9% (62 encuestados) mencionan algunas
veces, mientras que el 16.7% (15 encuestados) mencionan rara vez y el 14.4% (13 encuestados)

mencionan casi siempre.

Tabla 24

Po3: Aprendizaje dimension instruccion del algoritmo arboles de decision

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 7 7.8 7.8 7.8
Algunas veces 68 75.6 75.6 83.3
Casi siempre 15 16.7 16.7 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 28

Po3: Aprendizaje dimension instruccion del algoritmo arboles de decision
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Nota: Distribucion porcentual de la pregunta 03.

Interpretacion:

De acuerdo al criterio 03, referente al aprendizaje en la dimension instruccion del algoritmo
arboles de decision establece que el 75.6% (68 encuestados) mencionan algunas veces,
mientras que el 16.7% (15 encuestados) mencionan casi siempre y el 7.8% (7 encuestados)

mencionan rara vez.

Tabla 25
Po4: Aprendizaje Logro del algoritmo arboles de decisién

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas 64 71.1 71.1 84.4
veces
Casi 14 15.6 15.6 100.0
siempre
Total 90 100.0 100.0

Nota: Elaboracion propia a partir de SPSS version 26.

105



Figura 29
Po4: Aprendizaje Logro del algoritmo arboles de decision
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Nota: Distribucién porcentual de la pregunta 04.

Interpretacién:

De acuerdo al criterio 04, referente al aprendizaje en la dimensién logro del algoritmo
arboles de decision establecen que el 13.3% (12 encuestados) mencionan rara vez, mientras que

el 71.1% (64 encuestados) mencionan algunas veces y el 15.6% (14 encuestados) casi siempre.

Tabla 26

Poj: Asertividad dimensién aptitud del algoritmo arboles de decision

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 49 54.4 54.4 67.8
Casi siempre 29 32.2 32.2 100.0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 30
Pos: Asertividad dimension aptitud del algoritmo arboles de decisiéon
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Nota: Distribucion porcentual de la pregunta o5.

Interpretacion:

De acuerdo al criterio 05, de asertividad en la dimension aptitud del algoritmo arboles de
decision establece que el 54.4% (49 encuestados) mencionan algunas veces, mientras que el
32.2% (29 encuestados) mencionan casi siempre y el 13.3% (12 encuestados) mencionan rara

Vez.

Tabla 27

Poé6: Asertividad dimension medio ambiente del algoritmo arboles de decision

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Vélido  Raravez 20 22.2 22.2 22.2
Algunas veces 57 63.3 63.3 85.6
Casi siempre 13 14.4 14.4 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 31

Po6: Asertividad dimension medio ambiente del algoritmo arboles de decision
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Nota: Distribucion porcentual de la pregunta o5.

Interpretacion:

De acuerdo al criterio 06, de asertividad en la dimensiéon medio ambiente del algoritmo
arboles de decision establece que el 63.3% (57 encuestados) mencionan algunas veces, mientras
que el 22.2% (20 encuestados) mencionan rara vez y el 14.4% (13 encuestados) mencionan casi

siempre.

Tabla 28

Po7: Asertividad dimensién instruccion del algoritmo arboles de decision

Porcentaje Porcentaje

Frecuencia Porcentaje  valido acumulado
Valido  Rara vez 7 7.8 7.8 7.8
Algunas veces 68 75.6 75.6 83.3
Casi siempre 15 16.7 16.7 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 32
Po7: Asertividad dimension instruccion del algoritmo arboles de decisiéon
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Nota: Distribucién porcentual de la pregunta o7.

Interpretacion:
De acuerdo al criterio 07, de asertividad en la dimension instruccion del algoritmo arboles
de decision establece que el 75.6% (68 encuestados) menciona algunas veces, mientras que el

16.7% (15 encuestados) menciona casi siempre y el 7.8% (7 encuestados) menciona rara.

Tabla 29

Po8: Asertividad dimensién logro del algoritmo arboles de decision

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 64 71.1 71.1 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100.0 100.0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 33
Po8: Asertividad dimensién logro del algoritmo arboles de decision
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Nota: Distribucién porcentual de la pregunta 08.

Interpretacién:
De acuerdo al criterio 08, de asertividad en la dimension logro del algoritmo arboles de
decision establece que el 13.3% (12 encuestados) menciona rara vez, mientras que el 71.1% (54

encuestados) menciona algunas veces y el 15.8.8% (14 encuestados) casi siempre.

Tabla 30
Pog: Aprendizaje dimension aptitud del algoritmo Naive Bayes

Porcentaje  Porcentaje

Frecuencia Porcentaje  valido acumulado
Valido  Raravez 9 10.0 10.0 10.0
Algunas veces 52 57.8 57.8 67.8
Casi siempre 29 32.2 32.2 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

110



Figura 34
Po9: Aprendizaje dimension aptitud del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta 09.

Interpretacion:

De acuerdo al criterio 09, referente al aprendizaje en la dimension aptitud del algoritmo
Naive Bayes establece que el 57.8% (52 encuestados) mencionan algunas veces, mientras que
el 32.2% (29 encuestados) mencionan casi siempre y el 10% (9 encuestados) mencionan rara

vez.

Tabla 31

Poi1o: Aprendizaje dimension medio ambiente del algoritmo Naive Bayes

Porcentaj Porcentaje

Frecuencia Porcentaje evalido acumulado

Valido Rara vez 15 16.7 16.7 16.7
Algunas veces 62 68.9 68.9 85.6
Casi siempre 13 14.4 14.4 100.0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 35
Poi1o: Aprendizaje dimension medio ambiente del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta o010.

Interpretacion:

De acuerdo al criterio 010, referente al aprendizaje en la dimension medio ambiente del
algoritmo Naive Bayes establece que el 68.9% (62 encuestados) mencionan algunas veces,
mientras que el 16.7% (15 encuestados) mencionan rara vez y el 14.4% (13 encuestados)

mencionan casi siempre.

Tabla 32

Po11: Aprendizaje dimension instruccion del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Raravez 7 7.8 7.8 7.8
Algunas veces 68 75.6 75.6 83.3
Casi siempre 15 16.7 16.7 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 36

Po11: Aprendizaje dimension instruccion del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta o11.

Interpretacion:

De acuerdo al criterio 011, referente al aprendizaje en la dimensién instruccion del algoritmo
Naive Bayes establece que el 75.6% (68 encuestados) mencionan algunas veces, mientras que
el 16.7% (15 encuestados) mencionan casi siempre y el 7.8% (77 encuestados) mencionan rara

Vez.

Tabla 33
Poi2: Aprendizaje logro del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 64 71.1 71.1 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100.0 100.0
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Figura 37

Poiz2: Aprendizaje logro del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta o12.

Interpretacion:

De acuerdo al criterio 012, referente al aprendizaje en la dimensién logro del algoritmo

Naive Bayes establece que el 13.3% (12 encuestados) mencionan rara vez, mientras que el 71.1%

(64 encuestados) mencionan algunas veces y el 15.6% (14 encuestados) mencionan casi

siempre.

Tabla 34

Po13: Asertividad en la dimensién aptitud del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Raravez 12 13.3 13.3 13.3
Algunas veces 50 55.6 55.6 68.9
Casi siempre 28 31.1 31.1 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 38
Po13: Asertividad en la dimensién aptitud del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta 013.

Interpretacion:
De acuerdo al criterio 013, de asertividad en la dimension aptitud del algoritmo Naive Bayes
establece que el 55.6% (50 encuestados) responde algunas veces, mientras que el 31.1% (28

encuestados) responde casi siempre y el 13.3% (12 encuestados) responde rara vez.

Tabla 35

Po14: Asertividad dimensién medio ambiente del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Raravez 16 17.8 17.8 17.8
Algunas veces 58 64.4 64.4 82.2
Casi siempre 16 17.8 17.8 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 39
Po14: Asertividad en la dimensién medio ambiente del algoritmo Naive Bayes
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Nota: Distribucion porcentual de la pregunta 014.

Interpretacion:

De acuerdo al criterio 014, de asertividad en la dimensién medio ambiente del algoritmo
Naive Bayes establece que el 64.4% (58 encuestados) responde algunas veces, mientras que el

17.8% (16 encuestados) responde rara vez y, casi siempre.

Tabla 36

Pois: Asertividad dimension instruccion del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje  valido acumulado
Valido Rara vez 10 11.1 11.1 11.1
Algunas veces 62 68.9 68.9 80.0
Casi siempre 18 20.0 20.0 100.0
Total 90 100,0 100,0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 40

Poi5: Asertividad dimension instruccion del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta 015.

Interpretacion:
De acuerdo al criterio 015, de asertividad en la dimension instruccién del algoritmo Naive
Bayes establece que el 68.9% (62 encuestados) responde algunas veces, mientras que el 20%

(18 encuestados) responde casi siempre y 11.1% (10 encuestados) responde casi siempre.

Tabla 37
Po16: Asertividad logro del algoritmo Naive Bayes

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 64 71.1 71.1 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100.0 100.0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 41
Po16: Asertividad logro del algoritmo Naive Bayes
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Nota: Distribucién porcentual de la pregunta 016.

Interpretacion:
De acuerdo al criterio 016, referente a asertividad en la dimension logro del algoritmo Naive
Bayes establece que el 13.3% (12 encuestados) mencionan rara vez, mientras que el 71.1% (64

encuestados) mencionan algunas veces y el 15.6% (14 encuestados) mencionan casi siempre.

Tabla 38

Po17: Aprendizaje dimensién instruccién del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia Porcentaje véalido acumulado
Valido Raravez 9 10.0 10.0 10.0
Algunas veces 52 57.8 57.8 67.8
Casi siempre 29 32.2 32.2 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 42
Po1y7: Aprendizaje dimension instrucciéon del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 017.

Interpretacion:

De acuerdo al criterio 017, referente al aprendizaje en la dimension instruccion del
algoritmo Random Forest establece que el 57.8% (52 encuestados) responden algunas veces,
mientras que el 32.2% (29 encuestados) responde casi siempre y el 10% (9 encuestados)

mencionan rara vez.

Tabla 39

Po018: Aprendizaje dimension medio ambiente del algoritmo Random Forest

Porcentaj Porcentaje

Frecuencia Porcentaje evalido acumulado

Valido Rara vez 15 16.7 16.7 16.7
Algunas veces 62 68.9 68.9 85.6
Casi siempre 13 14.4 14.4 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 43
P018: Aprendizaje dimension medio ambiente del algoritmo Random Forest
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Nota: Distribucion porcentual de la pregunta 018.

Interpretacion:

De acuerdo al criterio 018, referente al aprendizaje en la dimension medio ambiente del
algoritmo Random Forest establece que el 68.9% (62 encuestados) responde algunas veces,
mientras que el 16.7% (15 encuestados) responde rar vez y el 14.4% (13 encuestados) responde

casi siempre.

Tabla 40

Po19: Aprendizaje dimensién instruccion del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido  Raravez 7 7.8 7.8 7.8
Algunas veces 68 75.6 75.6 83.3
Casi siempre 15 16.7 16.7 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 44
P019: Aprendizaje dimension instruccion del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 019.

Interpretacion:

De acuerdo al criterio 019, referente al aprendizaje en la dimensién instruccién del
algoritmo Random Forest establece que el 75.6% (68 encuestados) responde algunas veces,
mientras que el 16.7% (15 encuestados) responde casi siempre y el 7.8% (7 encuestados)

responde rara vez.

Tabla 41
Po20: Aprendizaje logro del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 64 71.1 71.1 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100.0 100.0

Nota: Elaboracién propia a partir de SPSS version 26.
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Figura 45
Po2o: Aprendizaje logro del algoritmo Random Forest
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Nota: Distribucion porcentual de la pregunta 020.

Interpretacion:

De acuerdo al criterio 020, referente a aprendizaje en la dimension logro del algoritmo
Random Forest establece que el 13.3% (12 encuestados) mencionan rara vez, mientras que el
71.1% (64 encuestados) mencionan algunas veces y el 15.6% (14 encuestados) mencionan casi

siempre.

Tabla 42
Poz21: Asertividad dimension aptitud del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Raravez 8 8.9 8.9 8.9
Algunas veces 53 58.9 58.9 67.8
Casi siempre 29 32.2 32.2 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.

Figura 46

Po21: Asertividad dimensi6n aptitud del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 021.

Interpretacion:
De acuerdo al criterio 021, de asertividad en la dimension aptitud del algoritmo Random
Forest establece que el 58.9% (53 encuestados) responde algunas veces, mientras que el 32.2%

(29 encuestados) responde casi siempre y el 8.9% (8 encuestados) responde rara vez.

Tabla 43

Po22: Asertividad dimensién medio ambiente del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia  Porcentaje valido acumulado
Valido Rara vez 15 16.7 16.7 16.7
Algunas veces 61 67.8 67.8 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 47
Po22: Asertividad dimension medio ambiente del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 022.

Interpretacion:
De acuerdo al criterio 022, de asertividad en la dimension medio ambiente del algoritmo
Random Forest establece que el 67.8% (61 encuestados) responde algunas veces, mientras que

el 16.7% (15 encuestados) responde rara vez y el 15.6% (14 encuestados) responde casi siempre.

Tabla 44

Po23: Asertividad dimension instrucciéon del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia  Porcentaje valido acumulado
Valido  Rara vez 9 10.0 10.0 10.0
Algunas veces 66 73.3 73.3 83.3
Casi siempre 15 16.7 16.7 100.0
Total 90 100,0 100,0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 48
Po23: Asertividad dimension instrucciéon del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 023.

Interpretacion:
De acuerdo al criterio 023, de asertividad en la dimension instrucciéon del algoritmo
Random Forest establece que el 73.3% (66 encuestados) responde algunas veces, mientras que

el 16.7% (15 encuestados) responde casi siempre y el 10% (9 encuestados) responde rara vez.

Tabla 45
Po24: Asertividad logro del algoritmo Random Forest

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 12 13.3 13.3 13.3
Algunas veces 64 71.1 71.1 84.4
Casi siempre 14 15.6 15.6 100.0
Total 90 100.0 100.0

Nota: Elaboracion propia a partir de SPSS version 26.

125



Figura 49
Po24: Asertividad logro del algoritmo Random Forest
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Nota: Distribucién porcentual de la pregunta 024.

Interpretacién:

De acuerdo al criterio 024, referente a la asertividad en la dimension logro del algoritmo
Random Forest establece que el 13.3% (12 encuestados) mencionan rara vez, mientras que el
71.1% (64 encuestados) mencionan algunas veces y el 15.6% (14 encuestados) mencionan casi

siempre.

Tabla 46
Poz25: Prediccion

Porcentaje Porcentaje

Frecuencia Porcentaje valido acumulado
Valido Rara vez 10 11.1 11.1 11.1
Algunas veces 53 58.9 58.9 70.0
Casi siempre 24 26.7 26.7 96.7
Siempre 3 3.3 3.3 100.0
Total 90 100.0 100.0

Nota: Elaboracion propia a partir de SPSS version 26.
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Figura 50
Poz25: Prediccién
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Nota: Distribucién porcentual de la pregunta 025.

Interpretacion:

De acuerdo al criterio 025, referente a la prediccion de los algoritmos de aprendizaje
automatico mencionan que el 11.1% (10 encuestados) mencionan rara vez, mientras el 58.9%
(53 encuestados) mencionan algunas veces, el 26.7% (24 encuestados) mencionan casi siempre

y el 3.3% (3 encuestados) mencionan siempre.

Analisis inferencial
Luego de realizar el anéalisis del descriptivo de las variables, procederemos a realizar el
andlisis inferencial que consiste en la prueba de normalidad y prueba de hipétesis planteadas

en el presente trabajo de investigacion.

Prueba de normalidad

Una herramienta estadistica para determinar si un conjunto de datos tiene una distribuciéon
normal o gaussiana es la prueba de normalidad (Ghasemi y Zahediasl, 2012), para ello vamos
a utilizar la prueba Kolmogorov-Smirnov (K-S), a fin de comprobar si los datos de la muestra
proceden de una distribuciéon normal en variables cuantitativas y cuyo tamafio de muestra

poblacional sea mayor a 50 (Ghasemi y Zahediasl, 2012; Mishra et al., 2019).
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Tabla 47

Prueba de normalidad

Kolmogorov-Smirnov?

Estadistico gl Sig.
Productividad Educativa 113 90 .006
Algoritmos de Aprendizaje .143 90 .000

Automatico

a. Correccion de significacion de Lilliefors

Nota: Elaboracion Propia con Software IBM SPSS version 24

Interpretacion:

Se observan en la tabla las pruebas de normalidad para las variables Productividad
educativa y Algoritmos de Aprendizaje Automatico no siguen una distribucion normal, debido
a que el p-valor es < a (0.05) para las dos variables, por lo tanto, utilizaremos pruebas no
paramétricas; asimismo, al no pertenecer a una distribucién normal se procesé con el Rho de

Spearman

Prueba no paramétrica con rho de Spemann

Segiin Martinez Rebollar y Campos Francisco (2015), 1a prueba de Rho de Spearman es una
prueba estadistica no paramétrica que se utiliza para medir la asociacion directa o inversa entre
dos variables cuantitativas (monotoénica), la interpretacion de este tipo de prueba se basa en el

valor de Rho de Spearman, que varia entre -1y 1.

Tabla 48

Interpretacion del coeficiente de correlacion de Spearman
Valor de Rho Significado
-1 Correlacion negativa grande y perfecta
-0,9 a-0,99 Correlacion negativa muy alta
-0,7a-0,89 Correlacién negativa alta
-0,4 a-0,69 Correlacion negativa moderada
-0,2 a-0,39 Correlacion negativa baja
-0,01a-0,19 Correlacion negativa muy baja
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0 Correlacion nula

0,012 0,19 Correlacion positiva muy baja

0,22 0,39 Correlacién positiva baja

0,4 20,69 Correlacién positiva moderada

0,7a 0,89 Correlacion positiva alta

0,9 2 0,99 Correlacion positiva muy alta

1 Correlacion positiva grande y perfecta

Nota: (Martinez Rebollar y Campos Francisco, 2015)

Hipotesis general

Hi: Existe relacion significativa de la productividad educativa con los algoritmos de
aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Ho: No existe relacion significativa de la productividad educativa con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Tabla 49
Productividad Académica y Algoritimos de Aprendizaje Automdtico.

Algoritmos de Aprendizaje
Automatico Total

Insuficiente Aprobado Bueno

) Recuento 12 0 0 12
Insuficiente
% del total 13.3% 0.0% 0.0% 13.3%
Productividad Recuento 0 64 0 64
. Aprobado
Académica % del total 0.0% 71.1% 0.0% 71.1%
Recuento 0 0 14 14
Bueno
% del total 0.0% 0.0% 15.6% 15.6%
Recuento 12 64 14 90
Total
% del total 13.3% 71.1% 15.6% 100.0%

Nota: Elaboraciéon Propia con Software IBM SPSS version 26

Interpretacion:

El grado de relacion existente entre las variables productividad educativa y los algoritmos
de aprendizaje automatico es 113.3% (12) Insuficiente, 71.1% (64) Aprobado y 15.6% (14)

Bueno.
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Tabla 50
Prueba no paramétrica. Correlaciones Rho de Spearman entre Productividad Académica

y Algoritmos de Aprendizaje Automatico.

Algoritmos de
Productividad Aprendizaje

Académica Automatico

Rho de Productividad Coeficiente de correlacién 1.000 .940™
Spearman Académica Sig. (bilateral) . .000
N 90 90
Algoritmos deCoeficiente de correlacion .940™ 1.000
Aprendizaje  Sig. (bilateral) .000
Automéatico N 90 90

**_ La correlacion es significativa en el nivel 0,01 (bilateral).

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:

El coeficiente de correlacion de Spearman indica una correlacion positiva muy alta, y la Rho
de Spearman es 0,940. Ademas, dado que el nivel de significacion es 0,000 < 0,05, es posible
rechazar la hipdtesis nula y aceptar la alternativa, lo que indica que las variables estan
relacionadas. Esto permite concluir que la productividad académica y los algoritmos de
aprendizaje automatico estan significativamente correlacionados en la EPISI de la UNAM en

2023.

Hipétesis especificas
Hipotesis especifica 1

Hi: Existe relacion significativa en la dimensioén aptitud con los algoritmos de aprendizaje
automatico en estudiantes EPISI de UNAM, 2023.

Ho: No existe relacion significativa en la dimension aptitud con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.
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Tabla 51
Aptitud y Algoritmos de Aprendizaje Automadtico.

Algoritmos de Aprendizaje Automatico Total

Insuficiente = Aprobado Bueno
. Recuento 7 2 0] 9
Insuficiente
% del total 7.8% 2.2% 0.0% 10.0%
) Recuento 5 44 3 52
Aptitud Aprobado
% del total 5.6% 48.9% 3.3% 57.8%
Recuento o 18 11 29
Bueno
% del total 0.0% 20.0% 12.2% 32.2%
Recuento 12 64 14 90
Total
% del total 13.3% 71.1% 15.6% 100.0%

Nota: Elaboracion Propia con Software IBM SPSS version 26
Interpretacion:
El nivel de relacion que existe entre Aptitud y los algoritmos de aprendizaje automatico es

7.8% (77) Insuficiente, 48.9% (44) Aprobado y 12.2% (11) Bueno.

Tabla 52
Prueba no paramétrica. Correlaciones Rho de Spearman entre Aptitud y Algoritmos de

Aprendizaje Automadatico.

Algoritmos  de

Aprendizaje
Aptitud  Automatico
Rho deAptitud Coeficiente de correlacion 1.000 .801™
Spearman Sig. (bilateral) . .000
N 90 90
Algoritmos Coeficiente de correlacion .801™ 1.000
de Aprendizaje Sig. (bilateral) .000
Automatico N 90 90

*¥*_ La correlacion es significativa en el nivel 0,01 (bilateral).
Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:
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Se acepta la hipétesis alternativa y se rechaza la hip6tesis nula porque la Rho de Spearman
es 0.801, lo que indica una alta correlacidon positiva por el coeficiente de correlacion de
Spearman, y porque el nivel de significancia es 0.000, que es menor a 0.05. Esto implica que
los factores tienen una relacion considerable, por lo que se concluye que en la EPISI de la
UNAM en 2023, la aptitud estd correlacionada significativamente con los métodos de

aprendizaje automatico.

Hipotesis especifica 2

Hi: Existe relacion significativa en la dimension instruccion con los algoritmos de
aprendizaje automaético en estudiantes EPISI de UNAM, 2023.

Ho: No existe relacion significativa en la dimension instrucciéon con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Tabla 53

Instruccion y Algoritmos de Aprendizaje Automadtico.

Algoritmos de Aprendizaje Automéatico  Total

Insuficiente Aprobado Bueno

Insuficiente Recuento 6 1 0 7
% del total 6.7% 1.1% 0.0% 7.8%
., Aprobado Recuento 6 54 8 68
Instruccion
% del total 6.7% 60.0% 8.9% 75.6%
Bueno Recuento o) 9 6 15
% del total 0.0% 10.0% 6.7% 16.7%
Total Recuento 12 64 14 90
% del total 13.3% 71.1% 15.6% 100.0%

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:
El nivel de relacion que existe entre Instruccion y los algoritmos de aprendizaje automatico
es 6.7% (6) Insuficiente, 60% (54) Aprobado y 8.9% (8) Bueno.
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Tabla 54
Prueba no paramétrica. Correlaciones Rho de Spearman entre Instruccion y Algoritmos

de Aprendizaje Automatico.

Algoritmos  de

Aprendizaje
Instruccion Automatico
Rho delnstruccion Coeficiente de correlacion 1.000 723"
Spearman Sig. (bilateral) . .000
N 90 90
Algoritmos deCoeficiente de correlacion 723" 1.000
Aprendizaje  Sig. (bilateral) .000
Automéatico N 90 90

**_ La correlacion es significativa en el nivel 0,01 (bilateral).

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:

El valor del coeficiente de correlacién de Spearman indica una fuerte asociacion positiva,
con un Rho de Spearman de 0,723. Ademas, se acepta la hipotesis alternativa y se rechaza la
hipétesis nula porque el nivel de significaciéon es 0.000, que es menor que 0.05. Esto muestra
que las variables tienen una asociacion significativa, lo que indica que en la EPISI de la UNAM
en 2023, la instruccion tiene una relacion significativa con los algoritmos de aprendizaje

automatico.

Hipotesis especifica 3

Hi: Existe relacion significativa en la dimension medio ambiente con los algoritmos de
aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Ho: No existe relacion significativa en la dimensiéon medio ambiente con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Tabla 55

Medio ambiente y algoritmos de aprendizaje automatico.

Algoritmos de Aprendizaje
. Total
Automatico

Insuficiente Aprobado Bueno
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Insuficiente Recuento 7 8 0 15
% del total 7.8% 8.9% 0.0% 16.7%
Medio  Aprobado Recuento 5 53 4 62
Ambiente % del total 5.6% 58.9% 4.4% 68.9%
Bueno Recuento o 3 10 13
% del total 0.0% 3.3% 11.1% 14.4%
Total Recuento 12 64 14 90
% del total 13.3% 71.1% 15.6% 100.0

%

Nota: Elaboracién Propia con Software IBM SPSS version 26

Interpretacion:

El nivel de relacién que existe entre Medio ambiente y los algoritmos de aprendizaje

automatico es 7.8% (7) Insuficiente, 58.9% (53) Aprobado y 11.1% (10) Bueno.

Tabla 56

Prueba no paramétrica. correlaciones rho de Spearman entre medio ambiente y

algoritmos de aprendizaje automatico.

de

Medio
Ambiente

Rho de

Spearman Algoritmos de
Aprendizaje

Automatico

Algoritmos
Medio Aprendizaje
Ambiente Automatico
Coeficiente de correlacion  1.000 .626™
Sig. (bilateral) .000
N 90 90
Coeficiente de correlacion  .626™ 1.000
Sig. (bilateral) .000
N 90 90

**_ La correlacion es significativa en el nivel 0,01 (bilateral).

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:

La correlacién moderadamente positiva entre las variables viene indicada por el coeficiente

de correlacion de Spearman (Rho), que se sitia en 0,626. Ademéas, dado que el nivel de

significancia es de 0.000, es decir, menor a 0.05, se acepta la hipotesis alternativa y se rechaza
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la hipétesis nula. Esto indica que, en el EPISI de la UNAM en 2023, habra una interaccién

sustancial entre el entorno y los algoritmos de aprendizaje automatico.

Hipotesis especifica 4

Hi: Existe relacion significativa en la dimension aprendizaje con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Ho: No existe relacion significativa en la dimension aprendizaje con los algoritmos de

aprendizaje automatico en estudiantes EPISI de UNAM, 2023.

Tabla 57
Aprendizaje y Algoritmos de Aprendizaje Automatico.

Algoritmos de Aprendizaje Automatico

Insuficiente Aprobado Bueno Total
Insuficiente Recuento 12 0 0] 12
% del total 13.3% 0.0% 0.0% 13.3%
Aprobado  Recuento 0 64 0o 64
Aprendizaje
% del total 0.0% 71.1% 0.0% 71.1%
Bueno Recuento 0 0 14 14
% del total 0.0% 0.0% 15.6% 15.6%
Total Recuento 12 64 14 90
% del total 13.3% 71.1% 15.6% 100.0%

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:

El nivel de relacion que existe entre aprendizaje y los algoritmos de aprendizaje automatico

es 13,3% (12) Insuficiente, 71,1% (64) Aprobado y 15,6% (14) Bueno.

de

Tabla 58
Aprendizaje y Algoritmos de Aprendizaje Automdtico.
Algoritmos
Aprendizaje
Aprendizaje Automatico
Rho de Aprendizaje  Coeficiente de correlaciéon 1.000 811
Spearman Sig. (bilateral) . .000
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N 90 90

Algoritmos deCoeficiente de correlacion 811 1.000
Aprendizaje  Sig. (bilateral) .000
Automatico N 90 90

**_ La correlacion es significativa en el nivel 0,01 (bilateral).

Nota: Elaboracion Propia con Software IBM SPSS version 26

Interpretacion:

Con un coeficiente de correlacion de Spearman (Rho) de 0,811, las variables muestran una
fuerte asociacion positiva entre si. Ademéas, dado que el nivel de significacion es de 0.000, es
decir, menor a 0.05, se acepta la hipotesis alternativa y se rechaza la hipotesis nula. Esto indica
que, en el EPISI de la UNAM en 2023, los algoritmos de aprendizaje y aprendizaje automatico

tendran una relacién sustancial.

Discusion de resultados

En la actualidad, la educacién superior se enfrenta a multiples desafios, entre ellos, la
necesidad de mejorar la productividad educativa y la calidad de la formacion de los estudiantes.
En este sentido, la implementaciéon de algoritmos de aprendizaje automético (AA) ha sido
propuesta como una solucién para optimizar el proceso de ensenanza y aprendizaje en la
Escuela Profesional de Ingenieria de Sistemas e Informatica de la Universidad Nacional de
Moquegua. En este estudio, se evalu6 la efectividad de la implementacién de AA en la
productividad educativa de la escuela, es por ello que la presente investigacion consiste en
determinar el nivel de relacion entre la productividad educativa y los algoritmos de aprendizaje
automatico en la Universidad Nacional de Moquegua, 2023; con la prueba no paramétrica Rho
de Spearman se descubri6 un valor inferior a 0,05, es decir, un nivel de significacion de 0,000.
Esto sugiere que las variables tienen una asociacion positiva muy fuerte entre si. Esto sugiere
que las variables tienen una asociacion positiva muy fuerte entre si. Por ejemplo, segtin los
datos de 90 estudiantes evaluados en el EPISI de la UNAM, es probable que los elementos de
aptitud, entorno e instruccion del constructo de productividad educativa estén
significativamente conectados. en donde el 7.8% representado por 7 encuestados establecio
insuficiente, el 48.9% representado por 44 encuestados estableci6 aprobado y el 12.2%
representado por 11 encuestados establecié bueno, frente a ello se rechazo la hipétesis nula y
aceptando la hipotesis planteada en la investigacion referente a la existencia relacional entre la

productividad educativa y los algoritmos de aprendizaje automéatico en EPISI de UNAM, 2023.
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Los resultados mencionados confirman la investigaciéon realizada por Parhizkar et al.,
(2023), denominada “Prediccion del desempefio de los estudiantes utilizando algoritmos de
clasificacion de mineria de datos: evaluacion de la generalizacion de modelos desde el aspecto
geografico” Iran, en donde mostr6 un correlaciéon positiva alta debido a que los algoritmos de
aprendizaje automatico Random forest y redes neuronales convolucionales (CNN) mostraron
mejores rendimientos con un promedio de precision y una puntuacion F de 73,5 y 68,5,
respectivamente.

La presente investigacion corrobora el estudio "Algoritmos de aprendizaje automatico para
la prediccion del rendimiento académico” de Morales Hernandez et al. (2022) realizado en
escuelas del estado mexicano de Tlaxcala, en donde se desarrollaron dos clasificadores de AA:
el modelo de gradient boosting (GB) y la red neuronal multicapa (también conocida como
perceptron multicapa o MLP, por sus siglas en inglés). El objetivo fue predecir el nivel de
productividad académica en las areas de matematicas y espafiol. Los resultados demostraron
que el clasificador MLP super6 al modelo GB en términos de precision de clasificacion general
(PG) para la asignatura de espafol, alcanzando un 70,1% en 2008 y un 61,1% en 2011. Sin
embargo, el modelo GB obtuvo mejores resultados en la asignatura de matematicas, con una
PG del 68,8% en 2008 y del 63,5% en 2011. Estos resultados implican que existe una
correlacion significativa entre el nivel de rendimiento académico en matemaéticas y el
rendimiento en espanol.

Asimismo corrobora la investigacion realizada por Yagci (2022), en su modelo de estudio
denominado Mineria de datos educativos: prediccion de la productividad académica de los
estudiantes de una universidad estatal turca mediante algoritmos de aprendizaje automaético,
en donde propone predecir calificaciones de los exdmenes finales de los estudiantes de
pregrado, en donde referencia las calificaciones de las evaluaciones parciales para dicho
estudio, asimismo utiliza algoritmos ML Random Forest, Vecinos mas Cercanos, Regresion
Logistica, Naive Bayes y algoritmos de k-vecino mas cercano para dicha investigacion, cuyo
resultado del modelo propuesto logr6 una precision de clasificacion del 70% al 75% de relacion
efectiva positiva.

También lo confirma la investigacion realizada por Gismondi (2021) titulado “Modelo
predictivo basado en machine learning como soporte para el seguimiento académico del
estudiante universitario”, cuya finalidad fue mejorar los resultados en la educacion
universitaria, proponiendo aplicar la inteligencia artificial, machine learning y Deep learning a

través de una red neuronal de seis capas con un 98.97% de precision en el entrenamiento y
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81.73 de precision en el conjunto de prueba, estableciendo de relacion efectiva positiva muy

alta.

De la misma manera el estudio realizado por Quifiones y Quiniones (2020)"Rendimiento

académico mediante mineria de datos" consistio en utilizar técnicas de mineria de datos para

predecir el rendimiento académico de los alumnos matriculados en la carrera de Ingenieria en

Industrias Alimentarias de la Universidad Nacional de Jaén (UNJ). Las oficinas de la

universidad y un fichero proporcionaron acceso a la base de datos. CRISP-DM fue la

metodologia empleada. Los tres algoritmos de categorizacion del software Weka produjeron

predicciones con una fiabilidad superior al 83%.

Conclusiones

1.

Conforme al objetivo general en determinar el nivel de relacion entre la productividad
educativa y los algoritmos de aprendizaje automatico, se determiné estadisticamente que
existe una correlacion positiva muy alta, debido al valor del coeficiente de correlacion de
Spearman que fue de 0,940 y conforme al baremo de significancia del valor hallado; Por
tanto, se destaca que los algoritmos de aprendizaje automatico (arboles de decision,
random fores y naive bayes) demostraron un alto grado de precision en la prediccion de la
productividad educativa respaldado por el Rho de Spearman.

En cuanto al objetivo especifico referente al nivel de relacion entre la dimensién aptitud y
los algoritmos de aprendizaje automatico, se determiné estadisticamente que existe una
correlacion positiva alta debido al valor del coeficiente de correlacién de Spearman que fue
de 0,801y el baremo de significancia del valor hallado.

En relacion al objetivo especifico del nivel de relaciéon entre la dimensién instruccion y los
algoritmos de aprendizaje automaético, se establecié estadisticamente una correlacion
positiva alta debido al valor del coeficiente de correlacién de Spearman que fue de 0,723 y
el baremo de significancia del valor hallado.

En cuanto al objetivo especifico concerniente al nivel de relacion entre la dimensiéon medio
ambiente y los algoritmos de aprendizaje automaético, se especificd estadisticamente una
correlacion positiva moderada debido al valor del coeficiente de correlacion de Spearman
que fue de 0,626 y el baremo de significancia del valor hallado.

Respecto al objetivo especifico del nivel de relacion entre la dimensién aprendizaje y los
algoritmos de aprendizaje automatico, se analiz6 estadisticamente en donde se determiné
el coeficiente de correlacion de Spearman en 0,811 y de acuerdo al baremo de significancia

se estableci6 una correlacion positiva alta.
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Recomendaciones

1.

La recomendacion en el &mbito general recae en promover la implementacion y uso de
algoritmos de aprendizaje automatico en el ambito educativo de EPISI de UNAM, con el
objetivo de mejorar la productividad educativa, debido a la alta correlacion positiva
existente entre dichas variables. Ademas, recomendar a la vice presidencia académica,
decano de ingenieria, jefe de departamento y direccién de EPISI de UNAM brindar el apoyo
correspondiente en la asignacion de recursos y capacitaciones tanto a estudiantes, docentes
y personal involucrado fortaleciendo de esta forma habilidades en el uso y comprensién de
los algoritmos de aprendizaje automético (AAA), con la finalidad de lograr mejores niveles
de confianza en los AAA, integrar a los sistemas automatizados existentes para una mejor
gestion educativa.

Con referencia a la dimension aptitud y los algoritmos de aprendizaje automatico, se
encontr6 una correlacion positiva alta, por tanto, se recomienda continuar con el
fortalecimiento de los datos a fin de mejorar el rendimiento predictivo de los AAA, esto
significa incrementar la data historia personalizada, para ello se sugiere a los directivos y
autoridades mencionados asignar recursos y capacitaciones a EPISI basado en
especializacion en inteligencia artificial y Big Data a fin de lograr establecer estrategias y
politicas de almacenamiento de datos del modelo inteligente en los servidores de UNAM,
para una mejor gestion académica.

Respecto a la dimension instruccion y los algoritmos de aprendizaje automatico se obtuvo
una correlacién alta para lo cual también recomienda ampliar los datos historicos con la
finalidad de mejorar las predicciones de los AAA para ello se sugiere a los directivos y
autoridades mencionados asignar recursos y capacitaciones a EPISI basado en
especializacion en inteligencia artificial y Big Data a fin de lograr establecer estrategias y
politicas de almacenamiento de datos del modelo inteligente en los servidores de UNAM,
para una mejor gestion académica.

Respecto a la dimension medio ambiente y los algoritmos de aprendizaje automatico se
obtuvo una correlaciéon positiva moderada para lo cual se recomienda mejorar la
ampliacion de los datos historicos a fin de mejorar las predicciones de los algoritmos de
aprendizaje automaético para ello se sugiere a los directivos y autoridades mencionados
asignar recursos y capacitaciones en Inteligencia artificial y Big Data a fin de establecer
estrategias de almacenamiento de datos en los servidores de UNAM, para una mejor

gestion académica.
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5. Respecto a la dimensién aprendizaje y los algoritmos de aprendizaje automatico se obtuvo
una correlacion positiva alta para lo cual se recomienda mejorar la ampliacién de los datos
historicos a fin de mejorar las predicciones de los algoritmos de aprendizaje automatico
para ello se sugiere a los directivos y autoridades mencionados asignar recursos y
capacitaciones en Inteligencia artificial y Big Data a fin de establecer estrategias de

almacenamiento de datos en los servidores de UNAM, para una mejor gestién académica.
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ANEXO 1: MATRIZ DE CONSISTENCIA

Productividad educativa y algoritmos de aprendizaje automatico en escuela de ingenieria

de sistemas e informatica, universidad nacional de Moquegua, 2023

Problema Objetivos Hipbtesis Variables Metodologia
Problema Objetivo Hipotesis Variable 1 Enfoque: Cuantitativo
general: general General Rendimiento
¢Cull es el | Determinar | Existe académico Tipo de Investigacion: Basica
nivel de | el nivel de | relacion
relacién relacion que | significativa Dimension Nivel de Investigacion:
existe entre | existe entre | de la | Aptitud Descriptivo Correlacional
la la productivida | Indicador:
productivida | productivida | d educativa | — capacidad Método de Investigacion:
d educativa y | d educativa y | con los (1,2) Hipotético deductivo
los los algoritmosde | — motivaciéon
algoritmos de | algoritmos de | aprendizaje (3,4) Diseno de la investigacion: No
aprendizaje aprend’iz.aje automatico _ desarrollo experimental
en automatico en (5,6) o
estudiantes en estudiantes / +
EPISI de | estudiantes EPISI de | Dimensién M r
UNAM, EPISI  de | UNAM, 2023 | Instruccion \ t
2023? UNAM, 2023 . Indicador 02
L HlpOFe.SlS — Cantidad Dands:
Probl’emas Ob_]et’IVOS espeaflcas (14,15, 16) M = Muesira
especificos: especificos: Existe — Calidad (17 o= O o e la V1
¢Cudl es el | Determinar | relacion 18) ’ 1o Ubservasion defa ©L1
nivel de | el nivel de | significativa O: = Observacian de la V.2
rel.ac1on que rel_amon que ep 5 la Dimensién r= Corr.elfacuén entre dmhas.\ranables.
existe entre | existe entre | dimension Medio ambiente Poblacion: 116 estudiantes
la dimension | la dimension | aptitud con | 1 3icador Variable 1:
aptitud y los | aptitud y los | los _ hogar (7, 8
algoritmos de | algoritmosde | algoritmos de ) & > 77 | Muestra: 90 estudiantes
aprendizaje aprendizaje | aprendizaje 9
automatico automatico automatico - entorno Técnica: Encuesta
comunitario
en en en
estudiantes estudiantes estudiantes (o, 14, 12) Instrumento: Cuestionario
EPISI  de | EPISI  de | EPISI  de | — medios de | yypape o
UNAM, UNAM, 2023 | UNAM, 2023 comunicaclo
20237 n (13) Muestra: 90 estudiantes
Establecer el | Existe ) .,
¢Cual es el | nivel de | relacion Dimension Técnica: Observacion
nivel de | relacion que | significativa Aprgndlzaje
relacion que | existe entre | en la | Indicador Instrumento: Lista de
existe entre | la dimensién | dimensién — Logro (19) cotejo
la dimension | instruccién y | instruccion Variable 2:
instruccion y | los con los Algorltmqs de
los algoritmos de | algoritmos de aprend}u@e
algoritmos de | aprendizaje | aprendizaje | automatico
aprendizaje automatico automatico . »
automatico en en Dimension
en estudiantes | estudiantes Algoritmo  de
estudiantes EPISI de | EPISI de Arbf)l.e’s de
EPISI  de | UNAM, 2023 | UNAM, 2023 | Decision
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Problema Objetivos Hipotesis Variables Metodologia
UNAM,
2023? Especificarel | Existe Indicadores
nivel de | relacion — Aprendizaje
¢Cual es el | relacion que | significativa (01,02,03)
nivel de | existe entre | en la | — Asertividad
relacion que | la dimensién | dimension (04, 05, 06)
existe entre | medio medio
la dimension | ambiente y | ambiente con | Dimension

medio
ambiente y
los
algoritmos de
aprendizaje
automaético
en
estudiantes
EPISI de
UNAM,
20237

¢Cual es el
nivel de
relacion que
existe entre
la dimensién
aprendizaje y
los
algoritmos de
aprendizaje
automatico
en
estudiantes
EPISI de
UNAM,
20237

los
algoritmos de
aprendizaje
automatico
en
estudiantes
EPISI de
UNAM, 2023

Analizar el
nivel de
relacion que
existe entre
la dimensi6én
aprendizaje y
los
algoritmos de
aprendizaje
automatico
en
estudiantes
EPISI de
UNAM, 2023

los
algoritmos de
aprendizaje
automatico
en
estudiantes
EPISI de
UNAM, 2023

Existe
relacion
significativa
en la
dimension de
aprendizaje
con los
algoritmos de
aprendizaje
automatico
en
estudiantes
EPISI de
UNAM, 2023

Algoritmo Naive
bayes

Indicadores

— Aprendizaje
(07,08,09)

— Asertividad
(o10, 011,
012)

Dimensién
Algoritmo  de
Random Forest

Indicadores

— Aprendizaje
(013,014,
015)

— Asertividad
(016, 017,
018)

Dimension
Aprendizaje
automatico

Indicador
— Prediccion
(019)
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ANEXO 2: INSTRUMENTOS DE RECOLECCION DE DATOS

Variable 1: Productividad Educativa
ENCUESTA

Indicacion: Por favor conteste el presente cuestionario segun criterio solicitado.

Con el motivo de desarrollar el trabajo de investigacion “PRODUCTIVIDAD EDUCATIVA
Y ALGORITMOS DE APRENDIZAJE AUTOMATICO EN ESCUELA DE INGENIERIA DE
SISTEMAS E INFORMATICA, UNAM, 2023” se solicita y agradece su colaboracién e
indicarle, que la presente encuesta es totalmente confidencial, cuyos resultados se daran a
conocer Unicamente en forma tabulada e impersonal es fundamental que sus respuestas
sean fundamentadas en la verdad,

Objetivo. Recoger informacién necesaria para promover el desarrollo de la tecnologia
inteligente en la Universidad y asi poder identificar el desarrollo de la tecnologia y su
aplicacion de conocimientos.

Informacion especifica: Lea los items que se citan a continuacién y marque con (X)
el casillero de su preferencia.

1 2 3 4 5

Nunca Rara Vez Algunas Veces Casi Siempre | Siempre

Escuela Profesional: Ingenieria de Sistemas e Informatica
Sexo:
Edad:

Preguntas 1 2 3 4

Dimensién Aptitud

1. Utilizo los recursos académicos disponibles para mis

conocimientos

2. Planifico mis estudios académicos en la universidad

3. Los docentes felicitan mis esfuerzos académicos

4. Comprendo las sesiones de aprendizaje
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Preguntas

5. Planifico mis trabajos académicos
6. Utilizo la biblioteca para ampliar mis conocimientos
Dimension Medio Ambiente
7. Mis padres apoyan en mis conocimientos académicos
8. Utilizo equipos y herramientas académicas de casa para
estudiar
9. Recibo apoyo financiero familiar para mis estudios
10. Realizo desenvolvimiento social con mis vecinos
11. Participo en actividades deportivas en mi barrio
12. Participo en actividades comunitarias con los
conocimientos adquiridos
13. Los medios de comunicacion apoyan el desarrollo de mis
conocimientos
Dimension Instruccién
14. Planifico mis actividades académicas constantemente
15. Planifico el uso de TICs para mis estudios e
investigaciones
16. Planifico realizar proyectos de emprendimiento
académico
17. Existe socializacion académica con los docentes
18. Existe satisfaccion académica en mi experiencia
universitaria
DIMENSION APRENDIZAJE
19. El nivel de logro de aprendizaje es satisfactorio

Variable 2: Algoritmos de Aprendizaje Automatico
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LISTA DE COTEJO

Escuela Profesional:

Nombre algoritmo aprendizaje automatico:

Periodo de evaluacion: Fecha:

Instruccion:

Con el motivo de desarrollar el trabajo de investigacion “PRODUCTIVIDAD EDUCATIVA
Y ALGORITMOS DE APRENDIZAJE AUTOMATICO EN ESCUELA DE INGENIERIA DE
SISTEMAS E INFORMATICA, UNAM, 2023”, verificar que se encuentren los componentes
sefnalados abajo y marque con un aspa (X) el registro de cumplimiento correspondiente, en
caso de ser necesario hay un espacio de observaciones “para realizar la retroalimentacion.

Informacion especifica: Lea los items que se citan, se marcan con (X) el casillero.

1 2 3 4 5
Nunca Rara Vez Algunas Veces Casi Siempre | Siempre
Items 1 2 3 4 5

Dimensién Algoritmos Arboles de decision

01. Aprendizaje Aptitud

02. Aprendizaje Medio ambiente

03. Aprendizaje instruccion

04. Aprendizaje Logro

05. Asertividad Aptitud

06. Asertividad Medio ambiente

07. Asertividad instruccién

08. Asertividad Logro

Dimensién Algoritmo Naive Bayes

09. Aprendizaje Aptitud

10. Aprendizaje Medio ambiente

11. Aprendizaje instrucciéon

12. Aprendizaje Logro

13. Asertividad Aptitud
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14. Asertividad Medio ambiente

15. Asertividad instruccién

16. Asertividad Logro

Dimensién Algoritmo Random Forest

17. Aprendizaje Aptitud

18. Aprendizaje Medio ambiente

19. Aprendizaje instruccion

20. Aprendizaje Logro

21. Asertividad Aptitud

22. Asertividad Medio ambiente

23. Asertividad instruccién

24. Asertividad Logro

Dimension Aprendizaje Automatico

25. Prediccion
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